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Abstract

This handbook devotes most of its chapters to reviewing sectoral policies related to agriculture.
This chapter moves to a macroeconomic and macrosectoral view of the policy framework and
its possible interaction with the agricultural sector. A previous handbook (Gordon Rausser and
Bruce Gardner, eds., 2002) devoted a whole section with several chapters to economywide poli-
cies." Since then, there have been nontrivial changes in macroeconomic trends and policy
debates, not only regarding domestic aspects but also, and perhaps more relevant for develop-
ing countries, at the level of the global economy. In the spirit of Schuh (1986) this chapter
attempts to review and update some of the world macroeconomic issues relevant for agricul-
ture, while at the same time covering domestic macroeconomic development affecting the sec-
tor, in both cases taking mostly the perspective of developing countries.

The rest of this chapter is organized as follows. In Section 1, we define the main macroeco-
nomic topics that we will cover and their links to agriculture. Section 2 presents a brief charac-
terization of differentiated structural issues in developing countries economy in general and the
agricultural sector in particular as a background for a more detailed analysis of world macroeco-
nomic conditions and trends (Section 3) and of domestic macroeconomic policies (Section 4).
Section 5 concludes by trying to weave a narrative with the performance of the agricultural sec-
tor in developing countries during the last half-century in light of world and domestic macro-
economic issues analyzed in the previous two sections and to present some speculative
thoughts about the future evolution of the sector in those countries.

JEL classification: E000, Macroeconomics and Monetary Economics: General; FOOO, International
Economics: General; O110, Macroeconomic Analyses of Economic Development; Q180, Agricul-
tural Policy; Food Policy

Keywords

Macroeconomics
developing countries
economic Crisis
macroprices

1. MACROECONOMIC AND MACROSECTORAL POLICIES: SOME
PRECISIONS AND CONCEPTUAL ISSUES

1.1 What are the macroeconomic problems and issues considered?

The distinction between growth (with policies acting on the aggregate supply, mainly in the
medium to long term) and stabilization of cycles (with policies directed at aggregate
demand, basically in the short run, to smooth out expansions and recessions) seems, at first,
a natural way to organize the discussion about macroeconomic issues. If that dichotomy
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were accepted, the macroeconomic policy problem could be simply defined as the stabili-
zation of the aggregate demand around the (independently determined) growth trend of the
aggregate supply to avoid either unemployment (if there is a lack of aggregate demand com-
pared to potential aggregate supply) or inflation and balance-of-payment problems (in case
of excess of aggregate demand over supply). We could call the alignment of aggregate
demand with aggregate supply the first macroeconomic problem.

However, as Stock and Watson (1988) have argued, this dichotomy between trend
growth and cycles around it could be misleading if there are important interactions
between those two aspects. Thus, it is not adequate to define the macroeconomic
problem as merely a question of how to align aggregate demand with an independently
evolving aggregate supply. The interactions between trend growth and the cycle must
be also considered.” Those interactions come from several factors, including the influ-
ence of macroprices—such as the terms of trade, exchange rate, interest rate, and aver-
age wages—on stabilization of the cycle and on growth trends.

The exchange rate plays a central role both in the nominal aspects related to the
short-run management of the aggregate demand and in the real aspects affecting aggre-
gate supply in the longer run. The dual role of the exchange rate is reflected in the
two approaches to exchange rate policy that have been applied in developing countries.
First, the “real exchange rate” approach emphasizes the influence of the exchange rate on
production and trade (see Balassa, 1977, 1985). Second, the “nominal anchor” approach
highlights the role of the exchange rate in the inflationary process and its relationship
with interest rates, capital flows, and asset accumulation. The duality of the exchange rate
has been at the core of several problems of inconsistency in economic programs in many
countries (see Corden, 1990). Interest rates have a dual role as well. They not only influ-
ence aggregate demand in the short run but also affect the choices between savings and
investment and, possibly, between technological options, thereby determining long-term
growth prospects. Similarly, wages can affect aggregate demand over the cycle, but they
also have an effect on the capital/labor ratios, technological alternatives, and the decision
to invest in human capital, among other things, all of which define aggregate supply
trends. Finally, trends and volatility in the terms of trade have short-term eftects on
aggregate demand as well as longer-term eftects on investment and growth.

Therefore, in addition to the alignment of aggregate demand with aggregate supply,
a second macroeconomic policy issue is how “to get macroprices right” (to the extent
that can be influenced by policy), avoiding misalignments (variously defined) and
reducing volatility and uncertainty.

Economic crises, with their several fiscal, financial, trade, and social components, are par-
ticularly dramatic manifestations of imbalances between aggregate demand and aggregate
supply (the first macroeconomic policy problem) and/or of misalignments in macroprices
(the second macroeconomic policy problem). Crises tend to affect long-term growth pro-
spects and increase poverty through various channels. For instance, higher unemployment
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and its persistence over time deteriorate human capital; crises also destroy installed capital and
their recurrence increases uncertainty, reducing investment and therefore future capital.
They also tend to leave a legacy of public and private debt, weakening fiscal accounts and
financial systems. Crises also have important negative effects on the poor, who might find
their limited human and productive capital compromised if, for instance, children have to
be withdrawn from school or if assets, such as small farmers’ livestock, are sold to face negative
economic shocks. Therefore, crisis avoidance—and when things go wrong, crisis manage-
ment—can be considered a third macroeconomic issue in its own right.

There are also other efficiency, distributive, and growth effects resulting from some
micro aspects of macro policies, such as the structure of tax and public expenditures
(and not only the aggregate level), more specific financial and regulatory policies within
the general macro framework of a monetary program, and so on. These microeco-
nomic implications of macroeconomic policies are a fourth aspect to be considered.

In summary, macroeconomic policies have implications for smoothing the business
cycle, for medium- to long-term growth, and for distributive issues, and in their anal-
ysis it is important to consider all four issues: (1) the proper alignment of aggregate
demand and aggregate supply; (2) the level, stability, and sustainability of macroprices;
(3) microeconomic implications; and (4) avoidance of economic crises.

1.2 Macroeconomic accounts
Building consistent and complete macroeconomic models requires, among other things,
that they utilize a definition of flows and stocks that follows double-entry conventions of
accounting with regard to the income statement and the balance sheets of the economic
agents (Christ, 1987). In fact, it has been said that macroeconomics is a collection of
accounting equations plus “opinions.” The latter abound: about macroeconomic causal-
ity (or “closure rules”); about the intra- and intertemporal behavior of economic agents;
about the structure, functioning, and clearing procedures for markets; about the value of
key elasticities and parameters, and so on. But the macroeconomic accounting equations,
for all the data collection problems they might have, are subject to the discipline of the
double-entry convention and cannot be ignored or violated. Many mistakes in macro-
economic analysis and policy can be traced to not having paid adequate attention to those
accounting equations and the relations across variables enforced by double-entry
accounting (Christ, 1987). In this chapter we will use those accounting equations as a
basic framework to discuss macroeconomic options and policies.

There are four main sets of macroeconomic accounts that record transactions in the
economy and provide data and structure for any macroeconomic analysis or policy

recommendation:
* National income and product accounts
* Balance of payments
* Monetary accounts
* Public sector accounts
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These accounts can be integrated within a social accounting matrix, or SAM (see Pyatt
and Round, 1985): a tableau that records relevant transactions in an economy utilizing
double-entry accounting. After the accounts are defined (representing activities, com-
modities, factors of production, institutions, etc.), each one of them appears twice in
the matrix: first as a buyer from other accounts (transactions that are recorded down
the columns) and second as a seller (recorded across the rows). The SAM is then a
compact representation of the transactions, and each cell is at the same time an incom-
ing flow for the account in the row and an outgoing flow for the account in the col-
umn. Because of the double-entry principle, the sum of the cells down a column for an
account must equal the sum of the cells across the corresponding row for that account.

The structure and level of disaggregation of the SAM will depend on the objectives

>

of the analysis. Here we present four main “agents,” usually called institutions: (1) the
private sector (including firms and households), (2) the public sector, (3) the monetary
sector, and (4) the rest of the world. The various economic agents and institutions must
be assigned in such a way that they belong to one and only one of these sectors.

The balance of payments, monetary accounts, and public sector accounts corre-
spond to the rest of the world, the monetary sector, and the public sector, respectively.
The national income and product accounts present the transactions for the whole
economy, and, if the accounting system is properly structured, the private sector
accounts can be derived by subtracting balance of payments, monetary accounts, and
public sector accounts from national income and product accounts.

The sectors identified execute three basic functions: (a) they produce and commer-
cialize, (b) they consume (and complete other transactions in their current account),
and (c) they accumulate (save and invest). Combining functions and sectors, we have
the simplified matrix in Table 1.

As indicated, transactions recorded down the columns indicate payments made by the
institution or sector at the top of the matrix. Reading transactions across the rows indi-
cates payments received by the institution or sector at the left of the matrix.” For exam-
ple, in the Current Account where the column of Government crosses with the row of
the Private Sector, it reads: INTR * B + ST. That means that the government is paying
the private sector interest over the bonds (the interest rate, INTR, times [symbol *] the
stock of outstanding debt B, representing the stock of borrowing by the government
from the private sector) plus subsidies and other transfers (ST) and reading from the
row perspective, of course, the private sector is receiving that same amount.

Production takes place in Activities and distribution/commercialization is in Com-
modities. This allows the separation, as is common in computable general equilibrium
(CGE) models, between domestically produced and consumed goods (D), exports
(EX), and imports (IM). This distinction is important even for a single sector of pro-
duction, reflecting the fact that at the level of disaggregation at which statistics are col-
lected, it is usual to observe all three goods coexisting. In other words, data for a single
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Table 1

Social Accounting Matrix

Current Account Capital Account
Expenditures Factors (Income and Expenditures) (Savings and Investments)
) Activities  Commodities - -
By/Receipt By Labor Capital Private Government  Monetar flest Private Government  Monetan fest
P Sector Y World Sector Y World
Activities D EX
Commodities A C G INVp INVg
Factors  Labor YL
Capital YK
Current  Private YL- YK- INTR*B+ST OPTNp
Account  Sector TL TK
Government Tind Tm TL TK TY ProfCB  OTNg
Monetary INTR*CDp INTR*CDg
Rest World IM INTR*CFp INTR*CFg
Capital  Private DEPR Sp dCDp dCFp
Account  Sector
Government Sg dB dCDg dCFg
Monetary Sm - dMp dMg
ProfCB
Rest World Srw dNFA
A Intermediate Goods: Input-Output Table Tind Indirect Taxes Sp Private Savings (Current Account)
YL Labor Income Tm Trade Taxes Sg Government Savings (Current Account)
YK Capital Income TL Labor Taxes Sm Monetary Sector Savings (Current Account)
D Domestic Goods (produced and consumed) TK Taxes on Capital Srw Rest World Savings (Current Account)
C Consumption TY Income Taxes INTR Interest Rate
G Government ST Subsidies and Transfers B Government Bonds
EX Productions ProfCB Profits (losses) from Central Bank CDp Domestic Credit to Private Sector
M Imports OPTNp Other Net Factor Payments and/or CDg Domestic Credit to Government
INVp Private Investment Private Transfers from/to Abroad CFp Foreign Credit to Private Sector
INVg Government Investment OTNg Other Government Transfers Net CFg Foreign Credit to Government
DEPR Depreciation from/to Abroad NFA Net Foreign Assets of the Monetary Sector

Note: The letter d indicates change in stocks from the baseline time to the next period considered. The symbol * is utilized to indicate multiplication.
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productive sector normally shows at the same time nontraded, exportable, and impor-
table components, with different levels of substitutability among them (see, for
instance, Dervis, de Melo, and Robinson, 1982).

Different from CGE models and in line with aggregate macroeconomic analysis,
here there is only one activity (with two components, D and EX) and only one com-
modity (also with two components, D and IM). However, both the activity and the
commodity can be divided into many sectors, as is usually done in CGE models.

The activity of production buys intermediate goods/services (A) from Commod-
ities. Also, it pays to Factors the value added, as wages, salaries, and other labor-
related factor incomes (YL), and profits and other nonlabor-related factor incomes
(YK). To simplify, it is assumed that Activity pays to the Private Sector all value
added, which, in turn, pays factor taxes to Government (TK and TL). The value
added (YL + YK) is the Net Domestic Product at factor cost. Activity also pays to
the Government indirect taxes (Tind), which later are added to the sales of its pro-
ducts, and pays depreciation, DEPR (to simplify notation, we are assuming that it
goes only to the private sector).

Activity sells the domestic good/service D to Commodities, for its commercialization
in the domestic market, and to the Rest of the World (ROW) as exports (EX). Com-
modities buys the domestic goods/services D and imports (IM) from ROW (part of
which may be used as intermediate inputs), paying import taxes (Tm). Across the row,
Commodities sells to the Private Sector and the Government final goods and (nonfactor-
ial) services for consumption and investment, both private and public (C, G, INVp, and
INVg)." It is also assumed that the Monetary Sector (which here is simplified to be the
Central Bank only) does not perform activities of final consumption and investment.

Factors (Labor and Capital® in this simplified setting) transfer their respective income
(YK and YL) to the private sector (and pay taxes to Government). In disaggregated CGE
models, factors are usually subdivided further (for instance, labor can be subdivided by
gender, education, and so on). In this table we consider a single private sector. But, again,
in more detailed CGE models the private sector is divided into Households and Firms
first, and then there may be additional subdivisions within each one of those categories.

The table shows several important submatrices. First, the block where Activities
(down) intersects with Commodities (across) corresponds, in more disaggregated
matrices, to the Input-Output Table (here there is only an intermediate product A).
Second, where Factors transfer their incomes to the Private Sector in disaggregated
CGE models there is the matrix of factoral income distribution. Finally, the block formed
by the intersection of the row and column of the Capital Account corresponds to
another important submatrix that is sometimes known as the flow-of-funds matrix.
The Private Sector, Government, Monetary Sector, and ROW transfer their savings
from the Current Account to the Capital Account (Sp, Sg, Sm, and Srw, respectively),
which, along with the depreciation allowances, will be utilized to finance physical and
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financial investments. The intermediation between savings and investments takes place
within the flow-of-funds matrix.

If the conceptual, statistical, and numerical aspects of the various transactions have been
treated adequately, the vertical sum (column) and the horizontal sum (row) of the same sec-
tor, activity, or institution must be equal. Those summations produce different equations of
fundamental importance for macroeconomic analysis, as shown immediately.

Combining Activities and Commodities, we have Gross Domestic Product at mar-
ket prices (GDPmp)®:

YL + YK + Tind + Tm + DEPR = GDPmp = C + G + INVp + INVg + EX — IM (1)
For every Institution there is a current account and a capital account equation.
Private Sector:

Current account:
YL — TL 4+ YK — TK + I*B + ST + OPTNp = C + TY + I*CDp + i*CFp + Sp
Capital account:

DEPR + Sp + dCDp 4 dCFp = INVp + dB + dMp

Government:
Current account:

Tind + Tm + TL + TK + TY + OTNg + ProfCB
= G+ INTR*B 4 ST + INTR*CDg + INTR*CFg + Sg

Capital account:
Sg + dB + dCDg + dCFg = INVg + dMg
Combining both accounts, we have the overall government budget constraint:

Tind + Tm + TL 4+ TK + TY + OTNg + ProfCB + dB + dCDg + dCFg
= G + ST + INTR*B + INTR*CDg 4 INTR *CFg + INVg + dMg (2)

The government collects different types of taxes, such as indirect taxes (Tind), trade
taxes (Tm), taxes on factors other than income taxes (TL and TK), and income taxes
(TY). The range of taxes can be expanded and disaggregated further. In addition to
taxes (Tind + Tm + TL 4+ TK 4 TY, in Eq. 2), the government receives external
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transfers to the government (OTNg) and the surplus from the Central Bank (ProfCB)
and utilizes several sources of financing (dB + dCDg + dCFg, where d indicates
changes, and therefore they are, respectively, changes in government bonds, in credit
from the Central Bank, and credit from abroad). All these incoming cash flows are uti-
lized to pay for Government services (G), public sector investment (INVg), subsidies
and transfers to the Private Sector (ST), interest on government debt (which may be
debt to the Private Sector, INTR*B, to the Monetary sector, INTR*CDg, and to
RWO, INTR*CFg), and for the accumulation of money by the Government (dMg).
Monetary Sector:

Here the Monetary Sector is the Central Bank, and it is assumed that this institution
hands over to the Government Sector the profits (or losses) generated.

Current account:

i*CDp + i*CDg = ProfCB + (Sm — ProfCB)
Capital account:
Sm — ProfCB + dMp + dMg = dCDp + dCDg + dNFA (3)

Usually, the capital account in Eq. 3 is more relevant for macroeconomic analysis: It
says that accumulation of net foreign assets by the Central Bank (dNFA) and provision
of credit to the government (dCDg) and the private sector (dCDp) expand the money
supply, which is held by the government and the private sector (dMg and dMp,
respectively). There may also be some accumulation of wealth at the Central Bank
(Sm — ProfCB). In many analyses, the Monetary Sector is defined in stock terms (the
balance sheet of the Central Bank, discussed later).’

Rest of World:

Current account:

EX + OPTNp + OTNg + Srw = IM + INTR*CFp + INTR*CFg
Capital account:
dCFp + dCFg = Srw + dNFA

Combining current and capital accounts, we have the equation for the balance of
payments:

(EX — IM) 4 (OPTNp 4+ OTNg — INTR *CFp — INTR*CFg) + (dCFp + dCFg) = dNFA

(4)
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where (EX — IM) is the trade balance; adding to that (OPTNp + OTNg — INTR *
CFp — INTR * CFg), we have the current account balance, and (dCFp + dCFg) is
the capital account. The signs for OPTNp and OTNg assume that those transfers are
received by the country and paid by ROW (but the sign can be changed if the transfers
are received by ROW); in the case of INTR * CFp and INTR * CFg, it is assumed
that the country pays interest to the rest of the world; positive (negative) signs for dCFp
and dCFg imply capital flows to (or out from) the country or that the country is bor-
rowing from (or lending to) ROW.

Domestic macroeconomic policies, discussed in the next sections, focus on some of
the equations mentioned before. For instance, fiscal policy will center on the govern-
ment budget constraint (Eq. 2), exchange rate and trade policies focus mainly but not only
on the balance of payment (Eq. 4), and monetary policy may use a version of the mone-
tary accounts (Eq. 3), sometimes in stock form, usually expanded to the whole financial
system and not only the Central Bank. But whatever component of macroeconomic
policy is analyzed, it is clear that the repercussions affect the whole economy (Eq. 1),
as suggested by Table 1. In the next sections we use these equations to discuss policy
options and possible outcomes.

1.3 Macroeconomic links to agriculture and the rural sector
What are the links of macroeconomic issues and the agricultural sector? The analysis of
the connections between macroeconomic policies and agriculture in developing countries
has emphasized mostly price effects caused by trade protection related to import substi-
tutions industrialization (ISI) and by policies that affect the exchange rate (Krueger,
et al., 1988; Valdes and Bautista, 1993). These analyses have focused basically on two
indicators: the real exchange rate (an index of relative prices of tradable to nontradable
products) and the internal terms of trade between agricultural and nonagricultural sec-
tors. Usually these analyses have assumed that agricultural products are mostly tradable
and that they do not have a significant content of imports in their production.

However, the impacts on agriculture from different macroeconomic conditions involve
a larger number of variables and channels. This has long been recognized in studies of indus-
trialized countries: In addition to the importance of the exchange rate for agriculture (Schuh,
1976), other, broader considerations have been factored in, such as income and demand
effects, interest rates, and the impact of other monetary and macroeconomic variables
operating directly or indirectly on the agricultural sector (see, for instance, Schultz, 1945;
Gardner, 1981; the articles in Paarlberg and Chambers, 1988, especially Robert Thomp-
son’s; and Orden, 1986). In this chapter we take this second and broader view of macroeco-
nomic issues and policy options and their impacts on agriculture.

Disaggregating the net income of an agricultural production unit helps better iden-
tify the channels through which macroeconomic conditions and policies affect the
sector.
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Defining agricultural net income (Ya) of a production unit (which in many devel-
oping countries is mostly family owned) as;

Ya = Value of agricultural production (VPa) — Costs of agricultural production (CPa)
+ Net Transfers from Government (NTG)

Vpa = Pa*Qa

where Pa is a vector of agricultural prices multiplied (*) by Qa, which is a vector of
agricultural quantities, produced and demanded,® with each product properly indexed
(indices not shown in what follows).

The determination of Pa (per product) depends on the different degrees of tradabil-
ity. The price of perfectly tradable and homogeneous products (Pat) at the producer
level is determined by (assuming the country is small in world markets):

Pat = EXR*Paw*(1 + ta)*(1 — margins)

where EXR is the exchange rate (domestic currency per international currency that we will
call dollar); Paw is the price in world markets of the product; ta can be an import tax or an
export subsidy; and margins are different costs from the point in the commercialization
chain where the world price was defined and up to the point of sale of the producer.

The price of a pure nontradable is defined by domestic supply (Sant) and demand
(Dant), which in turn depend on a series of macroeconomic and other factors:

Pant = Sant(...) — Dant(...)

Production of Qa is a function of factors of production owned by the productive unit
(labor Lfa, capital Kfa, and land Tfa, using f to indicate that they are family owned),
others hired (Lnfa, Knfa, and Tnfa; uf for nonfamily owned), and a variety of inputs.

Qa = F (Lfa, Lnfa, Kfa, Knfa, Tfa, Tnfa, Inputs)
Total external costs are:
CPa = w*Lnfa + Pk*Knfa 4+ Pland*LANDnfa 4 i*CD + Pins*Inputs 4+ Depreciation

where w * Lnfa is the cost of nonfamily labor (salary times the quantity of nonfamily
labor hired); Pk * Knfa is the cost of obtaining the nonfamily-owned capital (rental price
times rented capital); i ¥ CD is the cost of credit (interest times volume of credit); Pland *
LANDnfa is the cost of rented land (rental price time the nonfamily land rented to pro-
duce); and Pins * Inputs is the cost of productive inputs (price times quantity).
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Here costs include those related to factors of production and inputs that are not
owned by the family. In that sense (VPa - CPa) is the return to all factors of production
owned by producing unit or the value added controlled by that unit. Note that total
value added generated by the agricultural unit exceeds the amount received by the
owners of that productive unit.

Finally, agricultural net income (Ya) can include net transfers from the government:

NTG = Subsidies — Taxes

All the previous channels affect the return to agricultural activities and the agricultural com-
ponent of the incomes of rural families (Ya). However, those activities are part of a
broader array of activities in the rural sector. For individuals and families in rural areas,
incomes may also come from nonagricultural sources (Yna). In turn, all activities (agri-
cultural or not) may feature exportable (Yax, Ynax), importable (Yam, Ynam), and non-
tradable (Yant, Ynant) goods and services, as in the following simplified matrix:

Exportable (x) Importable (m) Nontradable (nt)
Agriculture (Ya) Yax Yam Yant
Nonagriculture (Yna) Ynax Ynam Ynant

Livelihood strategies of rural families in developing countries tend to combine, in
different proportions, more than one of those income cells. Therefore the impact of
macroeconomic conditions and policies on those families can be ambiguous. Those
events or policies that improve (or reduce) agricultural incomes (Ya) can reduce (or
increase) nonagricultural ones (Yna), with a variety of net impacts on rural families.
Even within each type of income, macroeconomic policies may have different impact
on exportable, importable, or nontradable products.

These families and firms, in turn, through their decisions of production and demand,
influence the levels of activity and consumption in other productive sectors and contribute
to determine general macroeconomic conditions. If there exists the possibility of transferring
productive resources to nonagricultural activities (and in the medium and long term, most
factors of production can change to other activities) and nonagricultural rates of return and
incomes are more rewarding (after adjusting for risk and other factors) than those in agricul-
tural activities, those families and firms will eventually switch resources toward other sectors.

1.4 In summary

As indicated before, some analysis of the impact of macroeconomic policies on agricul-
ture tend to focus on Pa, usually presented as an aggregate index for the sector, and
compare it to Pna, a similar price index of nonagricultural goods and services, to detect
the possible sectoral bias of applied policies. From the previous sections it is clear that
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such indicators, although important, capture only a fraction of the channels through

which the macroeconomic conditions and policies affect agriculture. A more complete

analysis should also include the following:

* First, it is important to consider the level, composition, and rate of growth of the
aggregate demand (domestic and exports) in general and of the demand for agricul-
tural products in particular.

* Another channel operates through the level and expected variations in macroprices
(exchange rate, interest rates, and wages) and in the prices of products and inputs
included in the previous equations. Through those changes, macroeconomic policies
and conditions affect, among other things, the level and composition of investment
and the technological bias.

* Macroeconomic conditions also affect the availability of certain inputs (in a broad
sense) necessary to obtain the planned levels of agricultural production. For example,
credit availability depends in part on monetary policy; provision of productive ser-
vices and infrastructure (such as research and extension, rural roads, and irrigation)
is affected by fiscal policy; availability and prices of inputs and machinery can be
influenced by exchange rates and international trade policies; and so on.

* Fiscal and trade policies may also affect the level and change in net transfers from
governments.

* World macroeconomic conditions not only affect exports, imports, and world prices
of agriculture; they also have an influence on other variables such as world interest
rates, capital flows, and terms of trade in general, which in turn affect domestic eco-
nomic conditions in general and the agricultural sector, in particular.

Besides the influence from macroeconomic conditions and policies on agriculture, in
developing countries the reverse causality must also be considered, particularly in those
countries where agriculture represents a significant percentage of the GDP, employment,
trade, and, perhaps, fiscal receipts linked to exports. In those cases, the performance of
the agricultural sector will determine growth, inflation, balance of payment conditions,
and fiscal balances (see, for instance, Johnson [1987], on the analysis of the agricultural sector
in IMF-supported programs, and Ran, In, and Dillon [1995], for a specific analysis of the
effects of agricultural production fluctuations on China’s macroeconomic conditions).

In Sections 3 and 4, this chapter focuses on those world and domestic macroeco-
nomic conditions and policies. Before moving to that review, Section 2 discusses some
differential structural conditions in developing countries that condition their response
to macroeconomic developments.

2. BRIEF CHARACTERIZATION OF MACROECONOMIC AND
AGRICULTURAL STRUCTURAL ISSUES IN DEVELOPING COUNTRIES

The impact of changes in macroeconomic conditions on developing countries
depends on the policies they follow as well as on the structure of their economies,
both in general and in relation to the agricultural sector in particular. This section
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looks at some structural characteristics in developing countries as a background for
the subsequent discussion of world and domestic macroeconomic policies in those
countries.

2.1 Heterogeneity of country conditions
The fact that developing countries are different from industrialized countries and that
they also differ greatly among themselves is obvious. Since the early debates about
long-term development strategies, those differences were invoked to design specific
policies for developing countries. That debate also included the need to adjust macro-
economic policies (and not only long-term growth policies) to the specific structural
characteristics of those countries.” More recently different books have been devoted
to the specific needs of development countries in the design and implementation of
macroeconomic policies (see for instance Lance Taylor, 1979 and 1984, and Agenor
and Montiel, 2006). The general point is that although, in abstract, the general eco-
nomic principles would apply to developing countries as well as to industrialized
countries, the setting where those principles operate is sufficiently different in the for-
mer as to merit specific adjustments in the design and implementation of macroeco-
nomic policies. Without trying to produce an exhaustive list (for a more detailed
discussion, see the books mentioned before), some issues worth mentioning include
the following:

» Aggregate rates of growth for developing countries (although with large variations)
tend to be higher than in industrialized countries (Table 1), although incomes per
capita show a large disparity (over US$30,000/per capita in developed countries ver-
sus about US$1600 in developing countries, on average for the 2000s; WDI [2008]).

* Poverty rates and the extent of the informal economy are far larger in developing
countries. Labor markets are also more segmented, a fact discussed since Lewis
(1953, 1954; for more recent discussions see Agenor, 1996).

* Primary production, particularly agriculture (see the following), is a larger compo-
nent of the economy in developing countries (about 11% of the GDP versus less than
2% in developed countries). On the other hand, industrialized countries have a larger
proportion of services in their GDP (about 72% on average for the 2000s compared
to 54%). The proportion of industrial production is now larger in developing
countries as a whole (35% of GDP) compared to developed countries (26%). How-
ever, because the combined total GDP of developed countries at market rates is
about 2.5 to 3 times larger than total GDP of developing countries, the industrial sec-
tor in developed countries continues to be the larger component at the world level.

» Those productive characteristics are, of course, reflected in the structure of trade,
where developing countries still have larger percentages of primary products in
their exports (29% versus 17% in developed economies), whereas developed
countries have more industrial goods (about 80% of exports versus 70% in develop-
ing countries as a whole). This imparts larger volatility to the terms of trade of
developing countries. Another feature to be noticed, related to the lower relative
presence of services in the GDP of developing countries, is that the latter have
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larger trade/GDP ratios than developed countries (59% versus 44%, average during
the 2000s; WDI [2008]).

* In terms of fiscal parameters, governments are bigger in developed countries, with a
larger tax base, and able to fund themselves through debt in local currency markets.
Developing countries’ governments tend to be smaller, have a narrower and more
volatile tax base (in many cases with a nontrivial, although declining, proportion of
trade taxes), and an important percentage of public debt is usually denominated in
hard foreign currencies.

* Inflation is higher in developing countries (see Table 1) than in developed countries,
although with variations across countries. Financial deepening, as measured, for
instance, by a broad indicator of liquidity such as M3/GDP, is more advanced in
developed countries (a ratio of 109% versus 72%). Also, developed countries have
financial systems that operate mostly with their own currency (including the case
of monetary unions, such as the European monetary system), differing from develop-
ing countries, where hard foreign currency is utilized along the domestic currency
(see the discussion of dollarization in Section 4).

All these structural characteristics strongly influence the design and operation of mac-

roeconomic policies in developing countries.

It was also mentioned that within developing countries there is also ample hetero-
geneity. For instance, the World Bank classifies developing countries into lower
income, lower middle income, and upper middle income. The latter tend to be more
integrated into global financial markets with a lesser degree of government intervention
regarding the various trade and financial transactions in the current and capital account
of the balance of payments, whereas the situation for lower-income and lower-middle-
income countries is different, usually with less integration and more government inter-
ventions in the external transactions. These different degrees of global financial integra-
tion have important implications for the conduct of macroeconomic policies and for
the transmission of global macroeconomic shocks, as discussed in the following
sections.

2.2 Heterogeneity of agricultural conditions:
Production and food security

The 2008 World Development Report from the World Bank, which focuses on agricul-
tural issues, divides developing countries into three groups, depending on the contri-
bution of agriculture to growth and the importance of rural poverty. The groups are
called agriculture-based countries (where agriculture contributes significantly to growth
and the poor are concentrated in rural areas), fransforming countries (where agriculture
contributes less to growth but poverty is still predominantly rural), and wurbanized
countries (in which agriculture is not the main contributor to growth and poverty is
mostly urban). Basically, sub-Saharan Africa represents the largest percentage in the
first group; South Asia, East Asia, and the Pacific and, to a lesser extent, North Africa
and the Middle East belong in the second; and Latin America and the Caribbean,
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basically, but also Eastern Europe and Central Asia are the main geographical regions
for the third group (see Table 1.1, p. 31, in WDR, 2008). In the rest of this chapter
much of the data is presented by geographical regions, focusing on those just men-
tioned (following the World Bank aggregations in the World Development
Indicators)."”

Table 2 shows some indicators of the great variety of structural characteristics in

the agricultural sector of developing regions. Agriculture in Latin America and the

Table 2 Regional Agricultural Indicators

Latin Sub- Middle East South East Asia All
America and Saharan  and North Asia and Developing
Caribbean Africa Africa Pacific ~ Countries
Agriculture, 7.9 17.9 13.9 28.3 15.4 13.2
value added (% of
GDP)
Rural 26.5 68.4 43.6 73.2 67.7 60.6

population (% of
total population)

Agriculture 2915.5 349.2 2163.6 376.2 4184 589.8
value added per

worker

(constant 1995

US$)

Agricultural 28.3 23.9 4.7 17.9 11.7 15.3
exports

(% merchandise

trade)

Land use, arable 0.27 0.26 0.21 0.16 0.11 0.21
land (hectares
per person)

Agricultural 118.2 18.0 117.8 80.9 67.9 102.0
machinery,
tractors (per 100

hectares of
arable land)

Roads (km per 0.141 0.052 0.062 0.551  0.139 0.123
squared km of
total area)
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Caribbean (LAC) is less important as a percentage of the GDP and rural population is
smaller compared to total population than in other regions. Sub-Saharan Africa (SSA)
and South Asia fall on the other extreme, with agriculture production and rural popu-
lation having larger incidence in those regions. At the same time, LAC depends more
on agricultural exports, and agriculture appears more productive (per unit of labor),
uses more capital (using tractors as a proxy), and, after South Asia, is the region better
served by roads (the large Amazon area in LAC affects the value of this indicator).
Africa and LAC have more available arable land per capita than Asian developing
countries, but average holdings are far larger in LAC and land appears to be distributed
more unequally in LAC than Asia, with Africa in between. It is important to notice
that SSA has an availability of land that is comparable to LAC, but at the same time
average holdings are of similar sizes to those in Asia, and the region shows the lowest
values for the capital/technology and roads indicators, highlighting some of the oppor-
tunities and constraints to expand agricultural production in that region.

Looking at food security conditions, Diaz-Bonilla, Thomas, Robinson, and
Cattaneo 2006 use cluster analysis across a world sample of developed and developing
countries and show the heterogeneity of conditions among developing countries. They
apply the theory of “fuzzy sets” in conjunction with more traditional methods of clus-
ter analysis. This study classifies 167 countries encompassing all levels of income into 12
clusters using five indicators of food security: food production per capita, the ratio of
total exports to food imports, calories per capita, protein per capita, and the share of
the nonagricultural population share. Developing countries appear scattered across all
levels of food security and insecurity, except in the very high food-secure group,
whereas developed countries are all in food-secure clusters.

Among food-insecure countries, the profiles also differ: Some are predominantly
rural (mostly in Africa and South Asia), whereas for others the urban population is
more important (as in many countries in Latin America and the Caribbean and in
East Europe). Obviously the same policy (such as maintaining domestic prices high
to help producers or the opposite, keeping those prices low to help consumers)
will have different impacts in these two types of countries. Also, some countries
are food insecure mostly because of low levels of calories and proteins per
capita, although they do not use large percentages of their exports to buy food.
In the terminology of the study, these countries are consumption vulnerable but not
trade stressed. Other food-insecure countries are a mirror image: They appear trade
stressed (using a large percentage of their exports to buy food) but less consumption
vulnerable (their current levels of calories and proteins per capita are close to
the average for all countries considered). Again, the policy options for these
two types of countries are different to the extent that the first group may increase
imports to improve availability of calories and proteins, whereas the second group
appears more constrained.''
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2.3 Heterogeneity of agricultural conditions: Trade

Developing countries also differ in the structure of their agricultural trade, which has
been also changing over time. In the early 2000s, agricultural trade represented about
7-8% of total world merchandise trade and about 40% of world exports of primary
products. If trade within the European Union is not netted out, agricultural trade is
mostly dominated by industrialized countries, which collectively account for about
% of exports and imports. But shares are about equal, not counting intra-EU trade
(Diaz-Bonilla, Thomas, Robinson, and Yanoma, 2002).

On average, from the mid-1990s to the early 2000s industrialized countries and
LAC has had agricultural trade surpluses, supplying the other regions, which are net
importers. Developing countries as a whole are net buyers (by about US$8 billion
on average during that period). Trends in net trade position over time show some
important changes. In particular, Africa (excluding the Republic of South Africa) has
moved from a positive to a negative trade balance in agricultural and food products
since the mid-1970s and the beginning of the 1980s. A less dramatic but still clear
switch from positive to negative net trade in agriculture occurred in the Eastern Euro-
pean economies. Among industrialized countries, the most important change has been
the disappearance of the European Union as a net buyer in world markets as a result of
the impact of the Common Agricultural Policy (CAP). The EU’s net demand for agri-
cultural products from the rest of the world, which amounted to about US$30 billion
at the beginning of the 1980s (in current dollars), almost disappeared by the end of the
1990s (Diaz-Bonilla, Thomas, Robinson, and Yanoma, 2002).

Developing countries as a whole export a larger share of agricultural exports to
developed countries, but the shares differ by developing region. Africa exports mostly
to the EU and other African countries. The export partners of Latin American devel-
oping countries are mostly the EU and the United States and Canada, followed by
LAC countries, but with large differences from north to south on the continent.'”
Developing countries in Asia, on the other hand, sell mostly to other developing
countries in the region and only after that to Japan and the EU.

Looking at products, except for rice, for which a few Asian countries’ exports
account for 70% of world rice trade, the industrialized countries, especially the United
States and Canada, dominates world grain exports. Productions of nongrain crops, such
as vegetables and fruits, cotton, sugar, and vegetable oil, have a larger presence of
developing countries (Diaz-Bonilla and Reca, 2000).

The composition of agrifood exports from developing countries also showed
important changes during the last four decades, notably with the emergence of fruits
and vegetables and oilseeds and products as the more dynamic export products, displa-
cing traditional export crops such as sugar and coftee, cacao, and tea. On the other
hand, developing countries, as a group, are net importers of cereals. Within that general
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structure, there are important regional differences.'> Overall, agricultural exports and
imports have also become more diversified in the regional groups (see Diaz-Bonilla,
Thomas, Robinson, and Yanoma, 2002, for a more detailed analysis).

McCalla and Valdes (1999) provide further evidence of heterogeneity in developing
countries by looking at their individual net trade positions: Among 148 developing
countries, they identify 105 countries that are net food importers and 43 that are net
food exporters, whereas for agriculture as a whole, 85 appear as net importers against
63 net exporters. Among the most vulnerable economic groups, over one third of
UN-defined LDCs are net agricultural exporters, and more than half of the low-
income food deficit countries (LIFDC) are net agricultural exporters.

2.4 Country heterogeneity and macroeconomic policies and conditions
It is important to keep in mind this heterogeneity of structures and performances in
developing countries when discussing the impacts of various world or domestic macro-
economic policies and conditions. For instance, trying to improve the internal terms of
trade for agricultural products (say, by a devaluation of the local currency) will have a dif-
ferent production response in Africa, where producers face relatively more constraints in
infrastructure, capital, and technology, than in the other two regions (Table 2). In turn,
the distributive effect (and therefore the political economy constraints for policies bene-
fiting the agricultural sector) will be different in small-farmer agricultural economies of
Asia than in dualistic agrarian structures of many LAC countries.

In addition, changes in macroeconomic and agricultural policies in Europe, for
instance, could have a relatively greater impact on Africa than in Asia, due to greater
trade and financial links between the first two regions. The same can be said in the case
of the United States and a number of LAC countries. These differences in structure,
performance, productions, and trade must be kept in mind in analyzing the impact
of world macroeconomic conditions and specific domestic macroeconomic policies.

3. HALF A CENTURY OF WORLD MACROECONOMIC
DEVELOPMENTS: AN OVERVIEW

Changes in the agricultural sector and food markets of developing countries over the
last decades, and in fact in their economies in general, have been heavily influenced
by major world macroeconomic developments. Schuh (1986) summarized the devel-
opments up to the mid-1980s by highlighting four main issues: increased dependence
on international trade worldwide, including for many developing countries that
were abandoning import-substituting industrialization policies and turning toward an
“outward orientation” (Balassa, 1989); the emergence of a well-integrated international
market for capital, starting with the emergence of the Eurodollar market; the shift from
a system of fixed exchange rates to a system of flexible exchange rates, particularly after
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the second U.S. devaluation by the Nixon Administration in early 1973; and the
increase in monetary instability and the ratcheting up of inflation in the 1970s, linked
to bouts of tight and loose monetary policy in the United States and the injection of
Special Drawing Rights, which increased world liquidity. Schuh (1986), in discussing
the impact on developing countries’ agriculture, also noted what he called “third coun-
try” effects: the fact that gyrations in the value of the U.S. dollar not only affected that
country but also other countries (and he mentioned Brazil specifically), which followed
exchange rate policies linked to the U.S. dollar. Since Schuh’s analysis, some of those
macroeconomic trends continued while other new ones emerged.

This section presents an overview of global macroeconomic developments during
the last five decades and discusses the possible impacts on agriculture. Those global eco-
nomic conditions are in good measure defined by the policies of the industrialized
countries—particularly the United States, whose business cycle has strongly influenced
global economic performance since it emerged as the world’s largest economy after
World War II. In turn, the impact of those modifications in global conditions on
developing countries depends both on the size of the shocks (such as the change in
interest rates or in commodity prices) and the structural characteristics and policies of
the developing countries.

Table 3 presents a summary of the world macroeconomic conditions over the last
decades. The evolution of those key variables is discussed in the following sections,
with some considerations about their possible links to agriculture.

Table 3 World macroeconomic indicators, 1960s—2000s

Indicator 1960s 1970s  1980s  1990s  2000s
World
GDP growth (% per year) 5.4 4 3 2.7 3
GDP per capita growth (% per year) 3.4 2.1 1.3 1.2 1.7
Trade growth (% per year) 7.6 6.4 4.7 6.2 6.7
Trade as a share of GDP (%) 24.5 32.2 37.6 41.3 48.6
Developing countries
Total growth (% per year) 5.0 5.4 3.3 3.4 5.6
Per capita growth (% per year) 2.7 3.2 1.4 1.8 4.2
Share in recession (%) 28.5 29 40.6 35.8 18.9
Capital inflows (% GDP) N/A 1.25 1.06 1.44 1.11
Consumption volatility 0.91 0.78 1.03 0.80 0.64
Inflation (% per year)®
Industrialized countries 4.9 8.7 6.2 2.8 2
Developing countries 4.9 16.2 36.7 36.1 5.8

Continued
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Table 3 World macroeconomic indicators, 1960s-2000s—Cont'd

Indicator 1960s 1970s 1980s 1990s  2000s

Interest rates (%)
Nominal® 6 8.4  10.6 5.5 3.2
Real 1 -0.3 4.1 2.7 1.1

Notes: Growth is aggregated at market exchange rates. Consumption volatility data represent a median of the five-year
rolling average of standard deviation/average growth for developing countries. For the 1960s, data cover various years.
For the 2000s, data on GDP, trade growth, interest rates, and inflation are for 2000-2006.

N/A = Not available.

“Based on the consumption index.

"London Interbank Offered Rate, six-month dollar deposits.

“Using industrialized-country inflation rates.

Sources: World Bank (2007); IMF (2007).

3.1 Growth

Average world economic growth has declined since the 1960s, when it reached 5.4%
total and 3.4% per capita, but it picked up somewhat in the first half of the 2000s com-
pared with the 1990s (Table 3). In particular, world GDP growth per capita went up in
the first half of the 2000s, helped in part by declines in population growth, but without
reaching the levels of the 1960s and 1970s for the world as a whole. Figure 1 shows the
cycles in world growth over the last half-century."*

The sustained growth of the 1960s and early 1970s ended with the first oil crisis of
the mid-1970s. Since then, the world economy has had three cycles with strong
decelerations at the beginning of the 1980s, the 1990s, and the 2000s. As of this
writing, the current growth cycle is turning downwards due to the economic recession
in the United States and other industrialized countries.

Developing regions show important heterogeneity in growth patterns across both
geographical areas and periods (see Table 4). The high growth rates, total and per
capita, that LAC, sub-Saharan Africa (SSA), and the Middle East and North Africa
(MENA)" had during the 1960s and 1970s decelerated to 1% or less for the period
1980-2005. On the other hand, East and South Asia have experienced accelerations
in both total and per capita economic growth since the 1980s. Even when China
and India are not included in the totals, those regions have approximately maintained
(East Asia) or increased (South Asia) their per capita growth rates from the 1980s
through the 2000s, compared with the 1960s and 1970s, and those rates have stayed
above the averages of other developing regions.

What is the relationship between growth in industrialized countries and developing
countries? Figure 2 separates the trends in total growth of the industrialized countries

from those of developing countries, with and without China.'®
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Figure 1 World growth, 1960-2008. Source: World Bank (2007) and IMF estimates for 2008.

Table 4 Growth in GDP, 1960s-2000s

2000- 1960s5— 1980s—
1960s  1970s  1980s  1990s 2006 19705 20005
Total

East Asia and 3.8 7.2 7.7 8.2 8.3 5.6 8.1
Pacific
East Asia without 5.2 7.1 5.4 5.2 5.3 6.2 5.3
China
Latin America and 5.3 5.7 1.8 2.9 3.2 5.5 2.6
Caribbean
Middle East and 8.8 6.0 2.2 4.3 4.0 6.8 35
North Africa
South Asia 4.2 3.0 5.7 5.4 6.5 3.6 5.8
South Asia 4.9 3.2 5.2 4.4 5.2 4.0 4.9
without India
Sub-Saharan 4.6 4.1 2.2 2.0 4.5 4.3 2.7
Africa
Developing 5.0 5.4 3.3 3.4 5.6 5.2 4.0
countries
Industrialized 5.5 3.7 3.0 2.5 2.4 4.5 2.6
countries

Continued
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Table 4 Growth in GDP, 1960s-2000s—Cont'd

2000- 1960s— 1980s—
1960s  1970s  1980s  1990s 5006 19705 20005

Per capita

East Asia and 1.6 5.0 6.0 6.8 7.4 34 6.7

Pacific

East Asia without 2.6 4.6 3.4 3.4 3.9 3.7 35

China

Latin America and 2.5 3.2 —0.3 1.2 1.8 2.8 0.8

Caribbean

Middle East and 5.9 3.1 —0.7 2.0 2.2 3.9 1.0

North Africa

South Asia 1.8 0.6 34 33 4.7 1.2 3.7
South Asia without 2.4 0.7 2.8 1.9 2.9 1.5 2.5
India
Sub-Saharan Africa 2.0 1.2 —0.8 —0.6 2.0 1.6 0.0
Developing countries 2.7 3.2 1.4 1.8 4.2 3.0 2.2
Industrialized 43 29 2.3 1.8 2.4 3.6 2.0
countries

Source: World Bank (2007).

o= OECD
Developing Countries
—+— Developing Countries w/o China

Figure 2 Growth trends, 1960-2008. Note: OECD = Organization for Economic Cooperation and
Development. Source: World Bank (2007).
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This disaggregation shows that the acceleration in world economic growth during
the 2000s is clearly the result of the performance of developing countries, where total
growth (at 5.6%) is larger than the average in the 1970s (5.4%), whereas growth per
capita is at the highest point of the series: 4.2.% in the 2000s (but before the full
impact of the recession of late 2000s), compared with 3.2% in the 1970s (see
Table 3).

Several points in Figure 2 are worth noting. First, during the 1960s and 1970s, the
inflexion in the growth trend for developing countries was preceded by the decline
in growth in industrialized countries. In fact, Granger’s test of causality shows that
growth in industrialized countries led the economic performance of developing
countries up to the mid-1990s. Second, the business cycles of industrialized and
developing countries appear more synchronized in the world deceleration of the
early 1980s and early 1990s; however, the slowdown that occurred at the world level
and in industrialized countries in the early 2000s clearly took place after the decline
in growth that affected developing countries in the late 1990s, when they suffered a
series of financial crises, particularly in Asia and LAC. Unlike in the previous period,
Granger’s causality tests during the 1990s and 2000s show strong two-way influences
between growth in developed and in developing countries (this issue is taken up
again later in the section). Third, the trends of developing countries with and with-
out China, which did not differ much in the 1960s and 1970s, began to show a wid-
ening gap beginning in the 1980s. Fourth, cycles in industrialized countries during
the last three decades took place around a more stationary path; developing countries,
on the other hand, although clearly affected by a deceleration in the late 1990s and
early 2000s, appear nonetheless on an upward trend, reaching new heights in the sec-
ond half of the 2000s. As mentioned earlier, this upward path is now negatively
affected by the current economic problems in United States and other industrialized
countries.

The relationship between growth in industrial and developing countries has been a
topic of permanent interest in the development debate. Sir Arthur Lewis, in his Nobel
lecture in 1979 (later published in the American Economic Review), noted that during the
previous hundred years, growth in developing regions depended on the rate of growth
in the developed world, and he was concerned about the impact of the evident slowing
of the industrialized countries during the late 1970s (see Figure 2). Goldstein and Kahn
(1982) analyzed that same period with different statistical approaches and found that
growth in industrialized countries was indeed related to growth in developing
countries but that additional factors weakened the link, including other developments
in the world economy and domestic policies in developing countries. Goldstein and
Kahn finished their analysis before the deep economic downturn of the early 1980s,
when clearly the recession in the United States and other industrialized countries had
extremely negative effects in all developing countries.
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During the mid-1990s, Hoffmaister and Samiei (1996) looked mostly at the tradi-
tional trade linkages and noted that at least some regions of the developing world, such
as many Asian developing countries, have become less influenced by the business cycle
in the developed countries. After that paper was written, the issue of linkages across
economies gained momentum with the 1997 Asian Crisis and the analysis shifted
toward financial aspects.

As an indicative experiment, Figure 3 shows the results of a simple bivariate vector
autoregression (VAR) linking growth in industrial production in the main industria-
lized countries and overall growth in each one of the developing regions for the period
1960-2006."

The impulse-response curves (with 5% confidence bands around them) are shown
for LAC and SSA, the only two regions where the impact is statistically significant.
It is also clearly positive and economically relevant: Growth of 1% in industrial activity
in developed countries leads to growth of about 0.3% for LAC; for SSA growth is
somewhat less, at about 0.2%.'® For the other regions (MENA, SA, and EAP), the
impulse—responses are not statistically significant.

The fact that the regions are aggregates of countries certainly mutes the effects
that would be more precisely identified at the country level. Also, industrial countries
might have different impacts on different regions. For instance, the 2007 IMF World
Economic Outlook uses panel regressions from 1970-2005 to estimate “growth spil-
lovers.” The IMF found that U.S. growth has a larger impact on LAC, with 1%

Response of Growth LAC to Growth Response of Growth SSA to Growth
Industrial Countries Industrial Countries
3 25
2.0 1
o I 154 "
T 1.0 1
1
\/_\ 0.5 1
0of—— E— 0.0 —
ST _05 1
-1 . ; ; -1.0 . . .
1 2 3 4 5 1 2 3 4 5

Figure 3 Impulse-response from VARs, 1960-2006. Notes: The VARs are run with three lags. The
identification uses the Cholesky decomposition, with the ordering starting with the industrial
countries. The impulse-response is the result of the impact of a shock of one standard deviation
(positive) on the variables of interest, based on the estimated VAR equations. The solid line is
the impulse-response and the dotted lines are the confidence intervals. Sources: The index
of industrial production is from IMF (2007); growth for the developing regions is from World
Bank (2007).
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growth in the United States leading to somewhat less than 0.25% for the region, close
to the estimate calculated using a simple VAR for all industrialized countries
(Figure 3). The European Union affects the economic performance of Africa in
particular, with a relationship of 1% to 0.25% (also similar to the simple VAR in
Figure 3). Japan does not seem to affect either of those developing regions, and it
has only a small influence on Asia. In general, Asia seems to be more influenced by
its own internal dynamics, although the United States, Europe, and Japan, in that
order, appear to have some influence; however, the coefficients are far smaller
than in the case of the United States and LAC or the European Union and Africa
(IMF, 2007).

It can also be argued that to the extent that trade and financial integration have been
advancing, the impact of industrialized growth on developing countries (and probably
vice versa) could be increasing—a point that the IMF also notes (IMF, 2007). In fact,
VARSs similar to those reported here (not shown; and run by the authors only for the
period 1990-2006, without China and India) indicate positive links between growth in
industrialized countries and the developing regions. Also, as previously mentioned,
Granger’s causality tests cannot reject the null of the two-way influence between
developing countries and industrialized growth.

The issue of the synchronization of the business cycle across countries is a topic of
intense debate (IMF, 2007). Two factors define the nature of the comovements among
economies: (1) the clear increase in trade and financial links (e.g., Table 3 shows the
increase in the share of trade on GDP; for the increase in financial links, see Prasad
et al., 2003), which should lead to increased comovements'”’; and (2) the size of the
common shocks—that is, the larger the common shocks, the larger the synchroniza-
tion. For instance, during the 1960s—a period of lower world shocks and compara-
tively less economic integration—countries appeared less correlated than during the
1970s and 1980s, when large world shocks were experienced. During the 1990s and
2000s, countries appeared more correlated than in the 1960s because of greater trade
and financial integration but less correlated than in the 1970s and 1980s as a result of
smaller world shocks (IMF, 2007). The global slowdown of the late 2000s will com-
bine a larger shock with greater integration.

The business cycle of the United States 1s still at the center of world fluctuations
because of the size of the U.S. economy and its openness in trade and financial vari-
ables; each one of the world decelerations since 1974—1975 coincided with U.S. reces-
sions (which was not the case in the 1960s, however). Besides world synchronization,
regional comovements appear to have increased, particularly within Asia and Latin
America.”

A more specific question for this chapter is the relationship between world
growth and agricultural performance in developing countries. Various authors,
mainly in the context of industrialized countries (Schultz, 1953; Thompson, 1988),
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have argued that total GDP growth influences agricultural growth through income
and demand effects. In general, analyses of those links have focused on the implica-
tions of domestic growth, not world growth. However, the previous paragraphs have
established that there is a nontrivial amount of comovement between world growth,
led by industrialized countries (which still represent about 75% of world GDP at mar-
ket rates; see Diaz-Bonilla, 2008), and developing countries’ performance. So, it is
valid to take a global view.

A simple VAR with world GDP and agricultural growth can be utilized to explore the
links.*' Figure 4 shows the impulse responses®: For the whole sample (1960-2005),
changes in GDP growth have a positive impact on agricultural growth on impact in the first
year (first panel). However, in the mid-panel that covers the period 1960-1990, there is no
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Figure 4 Impact of World Total Growth on World Agricultural Growth.
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statistically solid relation between growth in total world GDP and agricultural growth.
However, for the period 1990-2005 (third and last panel), the impact of world GDP
growth on agricultural growth in the first year increases significantly and is statistically better
defined. This suggests that GDP and agricultural performances have become more closely
coordinated in the last decades. This greater coordination may be the result of increased
integration between domestic and world agricultural markets as a result of the GATT
(first) and WTO (later) negotiations and other changes in economic policies in developed
and developing countries, making the agricultural sector more responsive to changes in
world growth.

3.2 Volatility and crises
Besides average growth performance, volatility of growth may have consequences for
agriculture. Table 3 shows the volatility in aggregate consumption for developing
countries.” Figure 5 shows the proportion of developing countries with zero or nega-
tive growth each year from 1961 to 2005, measured in GDP per capita (see also the
decade averages in Table 3).

The largest number of developing countries in recession occurred at the time of
global slowdowns—in 1975, 1982, and 1992. The exception is 1999, in which a slow-
down occurred but the number of developing countries in recession anticipated the
world deceleration of 20012002 (see Figures 2 and 5). The proportion of developing
countries in recession peaked in 1982 and 1992 (the latter still influenced by the break-
down of the Soviet Union) at more than 50%. The proportions in 1975 were just

60% 1992
1982
50%
1975 1987 \
40%
1999*
30% - ’
20% -
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—% Developing Countries in Recession

Figure 5 Percentage of developing countries in recession, 1961-2005. Source: Calculations by the
author using data from World Bank (2007).
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below 40% and in 1999 and 2001 were around 30%. It is interesting to note that 1987,
not a year of world deceleration, shows percentages of developing countries in reces-
sion above both the years around the mid-1970s and early 2000s; the main reason
appears to be the collapse in commodity prices that occurred in the mid-1980s (as dis-
cussed later).

It 15 also important to look at the depth of the recession when discussing the possi-
ble impact on agricultural growth (or any other variable). The average growth decline
for the countries in recession was about —=5.5% in the mid-1970s and —6.7% in the early
1980s. In the early 1990s, influenced by the breakdown of the Soviet Union, it
dropped to —8.6%, and finally, the recession of the early 2000s was the mildest in terms
of the number of countries involved (see Figure 5), and the average decline was smaller
in absolute value at —4.9%.

Clearly, volatility and countries in recession increased during the 1970s, peaking in
the recessions of the early 1980s and early 1990s, but they have been declining since
then. In fact, during the 2000s, developing countries have experienced the lowest vol-
atility (measured in terms of both consumption volatility and number of countries in
recession) for the half~century analyzed here (see Table 3 and Figure 5). This is drasti-
cally changing with the deterioration of the economic conditions of the late 2000s.

As was shown, world growth affects the performance of the agricultural sector in
developing countries, although the impact depends on the economic structure of the
specific country. For “agriculture-based countries” (using the classification of the
World Bank, 2008), it is the performance of the agricultural sector that can impart vol-
atility to total domestic growth. In “urbanized countries,” on the other hand, the crisis
could emanate from other sectors and then affect agriculture. A global crisis reduces
growth directly in developing countries (see Figure 5), but the impact can be felt for
some time afterwards to the extent that it affects installed capital. Moreover, the recur-
rence of crises increases uncertainty, reducing investment and therefore the future level
of existing capital. In the case of small farmers, crises may also compromise the limited
productive capital of the poor if, for instance, assets, such as livestock, must be sold
to face negative economic shocks (Lipton and Ravallion, 1995). A crisis also tends to
leave a legacy of public and private debt, weakening fiscal accounts and financial
systems, which can constrain the provision of public services and credit to the agricul-
tural sector. Crises can also affect human capital due to higher unemployment and its
persistence over time, and they can slow or reverse improvements in health, nutrition,
and education.

3.3 World Monetary Conditions, Inflation, and Interest Rates
Schuh’s analysis pointed to increasing inflation as one of the characteristics of the world

economy; since then monetary and macroeconomic policies in general have reversed
the trend, in what has been called “the rise and fall of inflation” (IMF, 1996), with a
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parallel cycle for nominal and real interest rates (see Table 3). Along with the reduction
in growth volatility during recent years (which included both developing and indus-
trialized countries), the decline in inflation and interest rates has led some to call the
period since the 1990s and until the current economic and financial turmoil the “Great
Moderation” (Bernanke, 2004).

In all developing regions, as in the industrialized world, inflationary pressures have
abated since the mid- to late 1990s, going back, until the mid-2000s, to levels more
comparable to those of the 1960s (see Table 3). There are, however, clear differences
across regions, with LAC and Africa showing higher inflationary pressures than Asia
and the Middle East (as discussed later in the sections on domestic policies).

World nominal interest rates were also increasing during the 1970s and early 1980s,
but in the second half of the 1970s prices were going up faster than nominal interest
rates, leading to negative real interest rates (the average for the decade was 8.4% for
nominal interest rates but —0.3% in real terms; see Table 3). In the early 1980s, after
the second oil shock, several industrialized countries, particularly the United States,
turned toward restrictive monetary policies.

Nominal interest rates were raised substantially above inflation rates, leading to high
real interest rates (10.6% and 4.1%, respectively, on average for the 1980s, with a peak
of about 6-8% in real terms in the early 1980s; Figure 6>*). This policy change led to
the recession of the early 1980s (world growth in 1982 has been the lowest of the five
decades considered here®’; see Figure 1).

Since then, both short- and long-term interest rates have been declining on trend
but with the short-term rates showing the cycles influenced by monetary conditions
defined mostly by the policy stance of the Federal Reserve. In addition to the clear case

10
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Figure 6 Real interest rates, 1956-2006. Source: Calculated by the author from IMF (2007).
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of the 1980s, subsequent events of monetary tightening have usually generated negative
financial and growth repercussions in developing countries (as discussed later in this
section). During the early 2000s U.S. monetary policy was strongly expansionary (lead-
ing to negative short-term rates during that period). These policies were reversed in
2004: Real short-term interest rates increased again to about 2% in real terms, whereas
the real U.S. prime rate jumped to about 4% (see Figure 6). This tightening of mone-
tary policy and monetary conditions affected the housing sector in the United States
and started the financial crisis that is at the heart of the strong current decline in
U.S. growth. Clear signs of financial distress in mid-2007 led to a strong change in
monetary policy by the Federal Reserve toward a more expansionary stance. The large
price increases of commodities since the second half of 2007 appear to have been influ-
enced by such monetary easing.

There are several channels through which world monetary conditions, interest
rates, and inflation trends could affect the performance of agriculture in development
countries.

[t is usually recognized that world interest rates have direct effects on the business
cycle, growth, and crises in developing countries (Calvo et al., 1993; Uribe and Yue,
2003). High real and nominal rates tend to depress growth, and changes in monetary
policy conditions that lead to sudden upward adjustments in interest rates in indus-
trialized countries have been at the root of many of the financial crises that afflicted
developing countries during recent decades. As has been already indicated, world
growth and economic crises also have repercussions for developing countries and
their agricultural sectors.

A specific channel that has been discussed is the impact of a monetary contraction
that raises the real interest rate (which may happen due to an increase in the nominal
interest rate and/or a decline in expected inflation) on real commodity prices. Jeftrey
Frankel (1984, 1986) has argued that, in such case, real prices must fall, and in addition,
they should overshoot downward. The reason, similar to Dornbusch’s theory of
exchange rate overshooting (Dornbusch, 1976), is that commodity prices, being flexi-
ble to adjust while other prices adjust slowly, must drop enough so that the expectation
of future increases is sufficient to compensate for the higher interest rate plus the costs
of carrying inventories. So, until all variables return to their equilibrium values, a mon-
etary contraction and increases in real interest rates should have a noticeable negative
impact on agricultural prices.

A simple VAR considering world growth rates (World Bank database), changes in
world real interest rate (change in the LIBOR, six months, deflated by inflation in
industrial countries; IMF), and changes in world real agricultural prices (IMF indices
of food, agricultural raw materials, and beverages, deflated by export unit values of
industrialized countries) shows that there are important interactions among these vari-
ables. The VAR covers the period 1960-2005 and includes a dummy variable for
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Figure 7 Interaction among world growth, agricultural growth, and interest rates.
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The accumulated impulse-response graphs for the key relationships
are shown in Figure 7.

It seems that acceleration of world growth is linked to both increases in interest
rates (upper-left panel) and higher agricultural prices (lower-left panel). At the same
time, increases in interest rates depress both world growth (upper-right panel) and real
agricultural prices, with a lag (lower-right panel) (although the coefficients are less well
defined). The VAR results (including the nonaccumulated impulse-response, not
shown here) are consistent with a commonly accepted view that higher growth is asso-
ciated with increases in the price for agricultural products. These developments,
reflecting generalized inflationary pressures, lead to contractive monetary policies and
increases in interest rates, which, in turn, then depress both agricultural prices and
world growth.

Another related development that must be noted is that nominal agricultural
prices that showed a simple average inflation of about 0.8% in the 1960s jumped to
double-digit inflation in the 1970s (about 12.5%), then showed persistent deflation
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at a rate of —=0.9% per year in the 1980s and —1.5% in the 1990s, and then jumped to
positive inflation of about 7% during the 2000s. This implies that there have been
somewhat larger changes of world agricultural prices in both the upswing and the
downswing compared to the prices measured in the CPI of industrialized countries,
which is consistent with the notion of agricultural prices being more flexible than
other goods and services and therefore absorbing larger adjustments according to
the flex-price/fix-price setting discussed previously. If, as some have argued over
the years (D. Gale Johnson, 1947; Schultz, 1954), price volatility is more important
than average prices in explaining agricultural supply (see also Boussard, 1985, 1999;
Timmer, 1991; among others), agriculture may benefit from a more stable non-infla-
tionary environment, >’ which does not force excessive adjustments in goods with
flexible prices. In fact, it has been argued that the best that monetary policy can do
to stabilize the agricultural sector is to maintain low and steady inflation (see Klieson
and Poole, 2000).

Therefore, the reductions in inflation and interest rates (on average for the 2000s, nom-
inal interest rates have been 3.2% and real interest rates 1.1%, with inflation lower than in
the 1960s for the industrialized countries; see Table 3) can be considered to have been posi-
tive for growth and for the performance of agriculture in the first half of the 2000s.

3.4 Commodity prices

Commodity world prices experienced important changes over the past five decades
(see Figures 8 and 9, for real”® and nominal prices, respectively). During the 1960s
and 1970s, prices of agricultural products (particularly food and beverages) stayed high
in real terms. Oil prices jumped significantly during the mid- to late 1970s. As
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Figure 8 World real prices for commodities, 1957-2008. Source: IMF (2008).
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Figure 9 World agricultural prices, nominal indices (monthly: January 1957-February 2008). Source:
IMF (2008).

previously mentioned, in the early 1980s the world macroeconomic environment
changed markedly: There was a switch from expansionary to contractive monetary
policies in key industrialized countries, leading to a sharp decline in world growth.

In the case of agriculture, declines in world prices during the 1980s were associated
with slumping world growth but also with other factors such as expanded public support
of agricultural production, mostly in industrialized countries, particularly the European
Union through the Common Agricultural Policy™”; changes in the U.S. Farm Bill of
1985; the 1980s debt crises in developing countries; the agricultural transformation in
China; the expansion of the Green Revolution in many developing countries; and the
breakup of the Soviet Union. All these developments added to the supply side and/or
weakened the demand side of agricultural markets, leading to the collapse of agricultural
prices in the mid-1980s (see Borensztein et al., 1994; Diaz-Bonilla, 1999).

The decline in the prices of commodities did not happen immediately with the
deceleration of the world economy in the early 1980s, for two different reasons, one
related to agricultural commodities and the other to oil.

Regarding agricultural commodities, the U.S. Farm Bill of 1980, expecting levels of
inflation that later did not materialize, established high nominal values of domestic sup-
port prices. Because of the way the U.S. Department of Agriculture managed and
accumulated stocks, it actually acted as a global demand bufter, providing support to
world real prices. That was modified significantly in the 1985 Farm Bill, which began
the process of unloading onto world markets the stocks previously accumulated and
started an export subsidy trade war, supposedly aimed at the European Union, but in
fact depressing many agricultural world prices.
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In the case of oil, from early 1982 to late 1985 OPEC had implemented supply restric-
tions, with Saudi Arabia acting as a supply buffer. That arrangement broke down by early
1986 because of increased production in countries outside OPEC, which exacerbated the
problems of lack of discipline among the members of the cartel (Kilian, 2006).

When, in the mid-1980s, the United States stopped acting as a demand buffer for
agricultural products and Saudi Arabia decided not to be a supply buffer for oil, the
result was a generalized decline of commodity prices. Countries that had borrowed
against expectations of high commodity prices during the 1970s, mainly in LAC and
Africa, were first hit by changes in macroeconomic conditions early in the decade
and then by the collapse of commodity prices in the mid-1980s. Those countries
entered a phase of debt distress and economic crises during that period.

In the 1990s real prices of many commodities were about half the levels of the
1960s and 1970s or less, and they remained on that lower plateau for much of the
1990s and early 2000s. Once the world resumed growth after the deceleration in the
early 2000s, nominal prices of various commodities began to climb. Some commod-
ities, such as metals and oil, experienced both nominal and real gains, surpassing the
peaks achieved in the 1970s (Figures 8 and 9).

For agricultural goods, however, the story has been somewhat different. Although
in the second half of 2007 and early 2008 nominal prices had increased significantly
(Figure 9), the prices in real terms had stayed clearly below the 1970s highs (see
Figure 8). Besides the resumption of world growth and greater demand from devel-
oping countries in the first half of the 2000s (see Section 3.1), higher nominal prices
for food and agricultural items have been also influenced by competition with crops
oriented to energy use (which in addition are subsidized in main industrial countries),
weather patterns, and financial speculation (Von Braun, 2007). In late 2007 and early
2008 there have been further increases in the U.S. dollar price of several agricultural
prices, linked in part to changes in U.S. monetary policy, which led to further
declines in the value of its currency, investments by commodity funds seeking
short-term gains and hedges against inflation, and changes in trade policies of several
key producers that restricted exports to maintain the supply for their domestic mar-
kets. Still, most real prices of agricultural products have remained, so far, below
1970s levels. As of this writing, the deepening global slowdown in the late 2000s is
bringing nominal prices down, too.

The issue of the trend and volatility of world commodity prices and their impact on
developing countries has a long history in development theory, from the Prebisch—
Singer theory of the declining terms of trade (Prebisch, 1950; Singer, 1950) through
the price stabilization schemes of the 1970s to the current debates about whether
higher or lower commodity prices are good for poverty alleviation. Of course, the
main issue in any exercise that tries to link changes in prices to variations in develop-
ment variables is to differentiate commodities, countries, and social groups.
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The drop in agricultural prices in the 1980s had important implications for rural
development in many developing countries. Depressed world prices of agricultural
and food products during part of the 1980s and the 1990s appear to have discouraged
investments in the rural sectors of many developing countries. As a result, those
countries became dependent on cheap subsidized food from abroad, and many of them,
including various SSA countries, changed from net food exporters into net importers
by discouraging the domestic production of staples and close substitutes. Low food
prices may have also pushed several developing countries into a more extreme speciali-
zation in tropical products, increasing their external vulnerability and reinforcing a net
food import position that could have been avoided or mitigated under a different set of
relative prices. The lack of rural dynamism also contributed to an increase in rural
migration to the cities and fostered premature or excessive urbanization in many devel-
oping countries. The World Bank and other development banks cut the amounts they
would loan to agricultural and rural development projects, a move that was apparently
influenced in part by low world agricultural prices that reduced the expected returns
of future projects and depressed the actual results of evaluated projects (Lipton and
Paarlberg, 1990)."

But the behavior of world agricultural prices cannot be separated from the behavior
of other commodity prices. Those prices had moved together during the sudden
increases of the 1970s and in the price collapse of the mid-1980s and appear to have
gone up again in a relatively synchronized manner in the 2000s, especially in late
2007 and early 2008 (see Diaz-Bonilla, forthcoming).

Therefore, an analysis of the impacts of the changes in world commodity prices on
developing countries should consider them together. In this regard there are several
points to be noticed. First, although primary commodities represent an important
component of production, employment, and trade in many developing countries, the
percentage has been constantly declining. In the 1960s and 1970s, food, agricultural
raw materials, ores and metals, and fuels represented 80-90% of total exports in the
aggregate for all developing countries, but by the early 2000s manufactured products
accounted for about two thirds of the total exports of developing countries as a whole
(UNCTAD, 2004). Primary products, however, still represented about 60-70% of
exports in some developing regions, such as Africa, in the early 2000s.

Second, the structure of trade in commodities (considering exports, imports, and
net trade) differs greatly among developing countries. For instance, LAC as a whole
has positive net trade in agricultural products, minerals, and fuels; Africa shows positive
net trade in fuels and minerals but negative net trade in agricultural products, similar to
the former republics of the Soviet Union; the Middle East displays negative net trade in
agricultural products and minerals but positive net trade in fuels; and Asia has negative
trade balances in all three categories (WTO, 2007). Of course, regional aggregates
conceal important differences across countries.
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Third, although, as indicated, there is comovement across prices of commodities,
the correlation between the prices of products varies. For instance, the perception dur-
ing the 2000s of a generalized commodity boom benefiting developing countries has to
be qualified: The increases in prices of metals and oil have clearly been more pro-
nounced than those for agricultural products, for which real prices have stayed, in
the aggregate, below the higher levels of the 1960s and 1970s (see Figures 8 and 9).

Fourth, the macroeconomic cross-eftects of increases in prices must be considered;
current high prices of metals and energy may have contributed to the appreciation of
the real exchange rates in several countries, affecting other tradable commodities,
including agricultural products, as apparently happened in the 1970s in SSA during
another period of high commodity prices (Diaz-Bonilla and Reca, 2000).

Finally, regarding agricultural commodities, the extent to which agricultural pro-
duction is able to spread income-generation opportunities across large numbers of peo-
ple (say, by numerous family farms as opposed to concentrated and highly mechanized
plantations) changes with the commodities produced and the prevalent production
structures.”' Furthermore, some agricultural products (such as cereals and dairy pro-
ducts) can affect not only incomes and employment but also consumption for the poor,
whereas others (coffee or sugar) would mainly affect incomes and employment but
would not have a high incidence in the consumption basket. Therefore, the net effect
on poverty can vary by product.

Simply as an indicative exercise, Table 5 shows the results of a VAR with growth
rates for each region and the five nominal price indices for oil, metals, food, beverages,
and agricultural raw materials for the period 1960-2006. The results presented

Table 5 Results of VAR with growth rates and prices, 1960-2006

Qil Metals Food Beverages Agrlculturall
Raw Materials
East Asia and Pacific 0 + 0 _ N

Latin America and - + - + 4

Caribbean

Middle East and North + 0 - 0 -
Africa

South Asia 0 + — — —
Sub-Saharan Africa + + 0 + —

Note: Shaded areas significant at 5%.
Source: Calculations by the author based on data from World Bank (2007) and IMF (2007).
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correspond to the impulse-response from prices (one standard positive shock) to
growth, with the direction of the direct impact indicated by a positive or negative sign
or zero. This simple exercise, done at the level of regions as defined by the World
Bank, hides significant heterogeneity within them (and partly explains the low statisti-
cal significance). In addition, the length of the period covered could obscure relations
that emerge in more disaggregated analysis by subperiods. Nonetheless, the results sug-
gest some patterns.

Table 5 clearly shows the variety of experiences among the developing regions,
with LAC benefiting across the board from increases in prices, although only two
results are significant, at 5%. The only other significant impulse-response is the negative
impact of the price of agricultural raw materials on MENA. That region has a positive
response to increases in oil prices (although the ¢ statistic is only 1.6 for the impact
year). After LAC, the largest number of positives is in SSA, which benefits from
increases in the prices of oil, metals, and beverages; growth is not affected by changes
in food prices and appears somewhat negatively impacted by increases in prices of agri-
cultural raw materials. EAP is positively influenced by the prices of metals and agricul-
tural raw materials. SA appears negatively affected by increases in prices of agricultural
products, but the results are not statistically significant, and the numerical values of the
impulse-responses (not shown) appear small.”?

In a disaggregated study using a country-based export price for the specific basket of
commodities exported, Deaton and Miller (1995) found positive impacts on growth
and investments in a sample of 32 SSA countries. In their estimation, about 20% of
the growth decline in those countries from 1970-1975 to 1980-1985 can be attributed
to the fall in world prices. Looking at a subset of commodities in a sample of 56 devel-
oping countries during the period 1970-1993, Collier (2005) calculated substantial
losses in growth from falls in world agricultural prices. The price declines reduced
GDP growth by around 1.4% per year over the period, output at the end of the period
was around 5.6% lower than before the price shock, and the total loss of output as a
percentage of initial annual income was around 14%. Collier also argues that because
of the negative multiplier effects and the types of activities affected, including those
in the nontradable sector, agricultural export price shocks are likely to be substantially
borne by groups at high risk for poverty. The World Bank (2000a), in an analysis of the
declining commodity price trend of the 1990s that separated oil and nonoil exporters in
SSA, found that growth in the nonoil-exporting countries of sub-Saharan Africa has
not been affected. The primary reason cited for that finding was that even if the prices
of SSA exports declined, the loss was partly offset by lower import prices of energy and
other products.

Another study by Birdsall and Hamoudi (2002) show that the positive correlation
found by Dollar and Kraay (2001) between growth and “globalizing” economies is
related to the fact that the countries performing worse were commodity dependent,
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and the collapse in prices reduced both growth and the value of the variable interpreted
as a proxy for openness, creating a misleading correlation.” Birdsall and Hamoudi
recalculated the growth equation developed by Dollar and Kraay, using a dummy for
commodity-dependent countries to show that the estimated growth effect of the
“openness” variable becomes statistically insignificant (with a value of the coefficient
that is less than half the original estimate).

Another approach to analyzing the relationship between prices and development
rather than focusing on commodities looks at the evolution of the terms of trade,
which combines commodity prices and other goods and services, as exports and
imports. Figure 10 shows the median of the net barter terms of trade for a sample of
countries in LAC, SSA, and Asia.>*

The influence of the decline in commodity prices in the 1980s, particularly since
the mid-1980s, is more pronounced in the median terms of trade of LAC, followed
by SSA. Asia’s terms of trade were more stable during the 1980s and 1990s. The recov-
ery in commodity prices after the lows that coincided with the recession of the early
2000s are reflected more in the increases in the terms of trade of SSA and less in those
of LAC. The terms of trade in Asia appear to have been affected negatively rather than
positively by the recent increases in commodity prices. This is in line with Asia as a
region being a net importer of commodities and an exporter of manufactured goods,
whereas SSA remains a significant producer of commodities and has a larger percentage
of metals and oil in its basket of exports. LAC is in an intermediate position, with more
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Figure 10 Terms of trade, 1980-2005. Note: It corresponds to the median values for 39 countries
for SSA, 17 for LAC, and 11 for Asia. Source: World Bank (2007).
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agricultural products than SSA (which, at least until 2005, the year of the last data avail-
able for terms of trade, had not benefited from the increases that happened later) and
fewer manufactured goods than Asia.

Finally, another characteristic of commodity prices is volatility. This affects con-
sumption and investment decisions of economic agents, with potential negative effects
on welfare and growth. It also tends to complicate public sector macroeconomic man-
agement in many developing countries that depend on taxes on commodities, directly
or indirectly, to finance significant percentages of public revenues. Table 6 shows
changes in volatility using monthly data for the nominal indices calculated by the
IMF for oil, metals, food, agricultural raw materials, and beverages.

The table shows that price volatility increased sharply in the 1970s and then
declined in the 1980s and 1990s, but prices never again reached the stability of the
1960s. During the 2000s (as can be inferred from Figures 8, 9, and 10) an important
increase has occurred in the volatility of oil and metals prices. This is not generally
the case for all agricultural products; basically, the index of nominal prices for food
products is the one that has increased in level and volatility. Transmitting better
prices to producers in rural areas could spur rural investment and overall growth in
developing countries; at the same time, however, sudden increases in the prices of
basic staples could hurt the poor, who are net food buyers and have occupations that
might not immediately benefit from the employment and growth multiplier effects of
higher prices.

3.5 Exchange rates of key currencies

Another important aspect of global macroeconomics is the behavior of the U.S. dollar
relative to other currencies. With the end of the Bretton Woods system of fixed
exchange rates in the first half of the 1970s, volatility of nominal and real exchange

Table 6 Price volatility (monthly), 1960s-2000s

Decade QOil Metals Agricultural Raw Materials Beverages Food
1960s 1.3 15.6 2.8 6.0 5.5
1970s 84.9 28.1 36.4 46.6 30.4
1980s 31.5 232 18.8 17.4 11.2
1990s 21.5 13.0 11.7 25.3 9.2
2000s 43.5 53.3 10.2 19.2 15.9

Note: Volatility is the standard deviation over the average for a decade times 100. The decade of the 2000s covers until
2007.
Source: IMF (2007).
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Figure 11 U.S. real exchange rates, 1973-2008. Notes: This chart shows the index of the real
effective exchange rate calculated by the Federal Reserve for major world currencies and for a
broader basket of currencies. The index is calculated such that an increase (decrease) is an
appreciation (depreciation) of the dollar in relation to a set of other currencies. Source: U.S.
Federal Reserve Database (2008).

rates in major countries increased. In particular, the U.S. dollar underwent two long
cycles of appreciation and depreciation (Figure 11), while the behavior of the euro
was the opposite (not shown).”

After several years of declining value during the 1970s, the U.S. dollar started a
cycle of appreciation in the late 1970s that peaked in March 1985 and then declined
until the late 1990s. Along the upward trend, various developing countries linked to
the dollar could not sustain the peg and had to devalue (the “third country eftect”
noted by Schuh, 1986). This increased the burden of the U.S. dollar-denominated
external debt that had accumulated during the previous period of lower inflation rates
and higher commodity prices of the late 1970s. That burden, along with the decline in
growth and the increase in real interest rates, led to the 1980s debt crisis that affected
mostly Latin American and African developing countries.

The second cycle of appreciation of the U.S. dollar started in early 1996 and
continued up to the first quarter of 2002, when a downturn began. Along the upward
trend, that pattern was repeated, with various developing countries that had exchange
rates tied to the U.S. dollar abandoning their pegs in a sequence of financial crises:
Mexico in 1995, several East Asian countries in 1997, Russia in 1998, Brazil in
1999, and Argentina in 2001. The devaluations in Asia led to the contraction of
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demand for agricultural products in world markets, whereas those in Brazil and
Argentina expanded world supplies, leading to the decline of world agricultural prices
at the end of the 1990s and beginning of the 2000s (USDA, 2000; IMF, 1999).

The debate now is how much the dollar will have to decline, and against what cur-
rencies, to close the U.S. current account deficit. From peak to bottom in the 1980s,
the decline in the real exchange rate (against major currencies) was about 40%
(measured from the peak), and by the first quarter of 2008 the decline had been about
32%, but it recovered somewhat afterward, for a decline of about 25% by the end of
2008. The U.S. current account deficit in the 1980s, however, was a smaller percent-
age of both its own GDP and that of the world (see section 3.7). Therefore, the down-
ward adjustment might have some way to go. A study from the McKinsey Global
Institute (Farrell et al., 2007) projects that an additional depreciation of 30% from
the January 2007 levels would be needed to close the current account by 2012. (This
estimate assumes that growth continues on trend; if growth declines, the exchange rate
correction required to close the external gap would be smaller.) In addition, Obstfeld
and Rogoft (2004) argue that the dollar decline might end up resembling the collapse
of the 1970s, when the United States abandoned the Bretton Woods system, rather
than the more orderly decline of the 1980s.

The currencies against which the devaluation occurs also matter, given that several
developing countries, mostly in Asia, and many oil-producing countries appear to have
been defending specific targets for their nominal or real bilateral U.S. exchange rates.
Such behavior would slow the overall process of adjustment and put additional pressure
on currencies that float more freely. The gap between the real exchange rate index
against major currencies (which has a larger percentage of floaters in its composition)
and the broad index (which includes more U.S. partners, several of which actively
manage their bilateral exchange rates instead of letting them float more freely) reflects
those differences in policies by U.S. trade partners.

Besides the question of the “third country effect” and the link between the cycles of the
dollar and financial crises in developing countries, another issue is whether the cycle of the
dollar against other currencies is related to variations in the dollar prices of commodities.
Mundell (2002) has argued that there seems to be a clear association of those cycles, with
nominal dollar commodity prices (not only agriculture) declining with the strength of the
dollar, and vice versa. He identifies three concurrent cycles: From the mid-1960s to the
early 1980s, commodity prices went up and the U.S. dollar depreciated; then from 1980
to 1985 commodity prices fell, coinciding with the sharp strengthening of the dollar; after
1985, United States policy shifted to try to bring the dollar down while commodity prices
increased from the 1986 lows peaking in 1995. However, Mundell notes that from 1995
onward the link between those cycles does not seem to hold.

Although Mundell’s observations relate to commodities in general, the case of agri-
cultural commodities is shown in Figure 12. It shows a VAR analysis between the
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Figure 12 Relationship between real agricultural prices and the U.S. real exchange rate.

Price-Adjusted Broad Dollar Index of the U.S. Federal Reserve Index and an index of
nominal world agricultural prices based on the IMF indices of world prices for food
and agricultural raw materials.

The VAR shows that there is a persistent negative impact on nominal agricultural
prices from the strengthening of the U.S. dollar in real terms, although the impact
(looking at the position of the +/—2 SE bands) is not well determined statistically after
the first year. The relation between the U.S. dollar and commodity prices may reflect
other common factors that affect both variables. As already mentioned, Frankel (1984,
2006) has argued about the negative correlation between real interest rates and com-
modity prices. In fact, U.S. monetary policies aftect both real interest rates and the
exchange rate; an expansive monetary policy, as happened in the late 1970s and early
1990s, depreciated the dollar against foreign currencies and turned real interest nega-
tive, favoring high prices for commodities. A somewhat similar configuration has taken
place in the early 2000s. Conversely, with the monetary tightening of the early 1980s,
real interest rates increased significantly, the U.S. dollar appreciated, and dollar com-
modities prices declined. A qualitatively similar, but quantitatively less pronounced,
cycle happened in the second half of the 1990s.

3.6 Capital flows and debt
To better understand the implications of changes in financial flows, it is important to
remember the basic equation of the balance of payments:

(EX — IM) + (OPTNp + OTNg — INTR*CFp — INTR*CFg) + (dCFp + dCFg) = dNFA
(4)
This can be simplified to:

Current account (CA) + Capital account (KA) = Change in official reserves (dNFA)
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where CA consists of the trade balance (EX — IM); payments related to capital, such as
interests and profits (INTR * CFp, INTR * CFg); payments related to labor (such as
remittances); and other transfers to or from a country, such as donations (OPTNp,
OTNg). KA includes various types of lending, borrowing, and net investment (dCFp
+ dCFg); and dNFA is the change in value of official reserves held, in the case pre-
sented in Table 1, by the monetary authority.

As an accounting identity this equation always holds, although the balancing can
happen in various ways. In fact, the configuration of CA, KA, and dNFA has shown
significant variation across countries and over time. First, a country can have a negative
CA for several reasons. For instance, a trade deficit might not be compensated by other
components of the CA (which is the case in the United States); a country could have
high interest payments on its debt, even though it has a trade surplus (as was the case in
many developing countries during the debt crisis of the 1980s); highly concessionary
foreign aid and/or remittances from abroad may help finance (or create) trade deficits
and/or also cover interest payments on external debt (which may be the case for many
low-income countries now); and so on, for several other possible combinations of the
various components of the CA. The examples just mentioned have very different
implications for the world economy. For example, in the first case, the United States,
through the trade deficit, is contributing to aggregate demand for the rest of the world.
In the second example (debt crises), developing countries are adding to world aggregate
supply; in the third case (remittances), they increase aggregate demand (although the
magnitude of such effects may be marginal).

Second, a country with a negative CA (for whatever reason) might simultaneously
have inflows of capital (a positive KA; i.e., the country is borrowing from the rest of
the world) and declines in NFA (i.e., the country is using accumulated assets to finance
the negative CA). At the other extreme, a country might have positive CA and KA,
which means that NFA is increasing. (For example, China has increased reserves from
below US$200 billion in the early 2000s to an estimated US$1500 billion by 2007.)
That accumulation of NFA is usually held in assets denominated in U.S. dollars (such
as U.S. government bonds) or other global currencies, which means that the increases
in NFA in a country imply the financing of the CA of the country that issues the assets
in which the reserves are invested, and, therefore, puts downward pressure on the
interest rates in those assets.

Another implication of the balance of payment and monetary accounts is that
increases in NFA, usually held by central banks or similar institutions, normally lead
to the expansion of the domestic money supply. The value of net monetary expansion
depends on the use (or not) of parallel sterilization policies that could absorb part of the
increases in money supply through measures such as issuing domestic bonds or similar
instruments (which implies a financial cost for the central bank) or by increasing reserve
requirements at the banking system (which is a financial cost for the banks that can be
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Figure 13 Capital flows to developing countries (% GDP), 1970-2005. Note: The chart includes
public and private debt, foreign direct investment, and portfolio flows measured as a percentage
of GDP. Source: IMF (2007, Box 4.2).

passed on to the depositors and/or borrowers). These issues are discussed further in the
sections on domestic policies.

[t is important to keep those possible effects in mind in discussing global cycles in
capital flows. Figure 13 shows IMF data on capital flows to developing countries since
1970, measured as a percentage of developing countries’ GDP.*°

The first cycle peaked in the early 1980s at more that 2% of the combined GDP for
developing countries; it then declined during the debt crisis of the 1980s to a minimum
of 0.6% of their combined GDP in 1986. The boom and bust in capital flows were
more marked for LAC and SSA during these decades (Diaz-Bonilla, 2008). The second
cycle began in the early 1990s, peaked in 1995 at about 2%, and dropped again during
the sequence of developing-country crises of the late 1990s and early 2000s, reaching a
low of 0.8% of GDP in 2002. During this second cycle, the regions more affected were
EAP and LAC. In the early 2000s capital flows to developing countries began to
increase again. It remains to be seen how the latest cycle will play out over the next
years, particularly in the context of the late 2000s global economic decline.

A relevant question is the reason for those cycles in capital flows, with different
views about whether they are driven by internal factors in developing countries, or,
rather, they are just the result of global forces mostly unrelated to what developing
may be doing. During the 1980s Albert Fishlow, writing about that period’s debt crisis,
argued that the United States in the 20™ century, like the United Kingdom in the 19
century, has had cycles of absorbing from and releasing savings to the rest of the world,
in line with its own expansionary and recessionary periods, respectively. During the
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1990s Calvo et al, 1993 showed that, at least in the case of LAC, the inflows of capital
flows were to a great extent explained by external common factors (the financial con-
ditions in the United States) rather than the internal situation of the countries in the
region.

Whatever the causes, the ebb and flow of capital flows to developing countries
have been associated with financial crises in developing countries, first during the
1980s and again in the 1990s, when expanded capital flows led to a more volatile
world economic environment (as reflected in the already mentioned crises in
Mexico, Asia, Russia, Brazil, and Argentina during the second part of the 1990s
and in the early 2000s).

The behavior of capital flows has several implications for the economy in general
and the agricultural sector in particular. Those capital flows can accelerate growth
and help finance additional investments, but they also tend to expand domestic money
supply and increase the price of nontradables, appreciating the domestic currency com-
pared to the case without the flows. Consequently, capital inflows could have a positive
growth and investment effect on agriculture in general, including particularly those
products, such as livestock and dairy, that in many countries are more linked to the
evolution of income and demand in the domestic market. On the other hand, the
overvaluation of the domestic currency will hurt tradable sectors, including the agricul-
tural exportable and import-competing products. For instance, Reca and Parellada
(2001) show the important boom in dairy products in Argentina during the early
1990s, fueled by strong domestic growth, linked to capital inflows, whereas at the same
time crop production stagnated due to the appreciation of the Argentine peso (and
lower world prices during that period). In the case of several LAC countries that
reduced tariffs and other trade barriers protecting import-substitution products during
the 1990s (again including several agricultural products), the appreciation of the
domestic currency due to capital flows added to the pressure of trade liberalization
on the domestic producers.

A source of debate is whether different classes of capital flows have different impacts
on growth and crises (see, for instance, Prasad et al., 2003, who try to differentiate for-
eign direct investment from portfolio investments of difterent types). Also it is impor-
tant to determine whether the capital flows end up financing consumption or
investment (see Calvo et al 1993).

An additional factor to consider is that capital flows can experience sudden stops
and even reversals, which might lead to depreciation of the domestic currency, banking
and fiscal crises (particularly when the economy shows an important presence of
domestic private and public debt in dollars), and sharp declines in growth (Calvo,
2003; Calvo et al., 2005).

Table 7 shows the large magnitude of some of those episodes of sudden stops and
reversals in the 1980s and 1990s.>’
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Table 7 Episodes of sudden stops by country, 1982-1997

Country Years GDP (%)
Argentina 1982-1983 20
Argentina 1994-1995 4
Chile 1981-1983 7
Chile 1990-1991 8
Ecuador 1995-1996 19
Hungary 1995-1996 7
Indonesia 19961997 5
Malaysia 1993-1994 15
Mexico 1981-1983 12
Mexico 1993-1995 6
Philippines 1996-1997 7
Venezuela 1992-1994 9
Korea 1996-1997 11
Thailand 1996-1997 26
Turkey 1993-1994 10
Average 111
Mean 9

Source: Calvo (2003).

As argued before, although the devaluation associated with the capital outflow
improves relative prices for tradable products such as agriculture, declines in economic
activity affect products that depend on domestic market incomes, and banking and fis-
cal crises can negatively impact the supply side of various products (through credit con-
straints and cuts in public investments) and consumer demand. Moreover, domestic
production could be affected by increases in prices of imported inputs.

For instance, capital outflows and devaluations during the 1980s debt crises in LAC
and the correlated strong decline in overall growth during what has been called the
“lost decade” affected production of livestock and dairy products and of raw materials
for nonfood manufacturing products, whereas food crop production (which tend to be
more tradable) fared relatively better (Lopez-Cordovez, 1987). Another example
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already mentioned is the sequence of financial crises since the mid-1990s, which dis-
rupted the economies of many Asian and South American countries. Shane and Liefert
(2000) analyzed the impacts in countries aftected by the crises as well as in nonaffected
countries. For many, but not all, of the agricultural producers in crisis countries, cur-
rency depreciation improved their terms of trade. For some, however, they worsened,
especially those that imported a large share of inputs for production and whose prices
rose more than prices for output, such as poultry farmers who imported the bulk of
their feed in Indonesia (also the soybean-processing industry in Korea). Capital flight
raised interest rates in crisis countries, which reduced the availability of credit, lowered
capital investment in agriculture, and raised input costs if producers had to borrow to
finance input purchases. Besides the price eftects, the decline of incomes resulting from
the crisis negatively affected products with higher income elasticity, such as beef or
fresh fruits, while others with less elastic demand were not affected and, in some cases,
the income decline appears to have increased the demand for inferior good staples.
Also, Bresciani et al. (2002) studied the impact of the East Asian financial crisis on
farmers in Indonesia and Thailand using household surveys and found differentiated
impacts on farmers’ incomes and distribution, even though shocks to both countries
looked roughly similar. For instance, poor farmers in Thailand were more affected
by the crisis than were those in Indonesia, in part because Thai farmers relied more
on urban activities to supplement their incomes and because those activities suffered

. .. 3
more from the financial crisis.

8 On the other hand, farmers in both countries who
specialized in export crops benefited from the currency devaluation.

Financial crises have also had important effects on world commodity markets. The
1997 devaluations in Asia led to the contraction of demand for agricultural products in
world markets, whereas devaluations in Brazil and Argentina expanded world supplies,
leading to the decline of world agricultural prices at the end of the 1990s and the begin-
ning of the 2000s (IMF, 1999; see also Langley, 1999; Langley et al., 2000; and Shane
and Liefert, 2000). The impact was not limited to commodity markets. Most of the cap-
ital flowing out of crisis countries largely went to developed countries, mainly the United
States. Capital inflows likely placed downward pressures on U.S. interest rates, which
stimulated investment demand and growth in U.S. capital stock (see Diao and Roe,
2000). But at the same time that capital inflow appreciated the dollar, affecting U.S. agri-
culture through a different channel. The world is still trying to correct the imbalances
associated with those capital flows, as discussed in the next section.

3.7 Current Accounts and External Imbalances
The previous section looked at capital flows and developing countries. Those flows
are part of larger global imbalances. The origin and use of the funds at the world level

can be seen from changes in current accounts in different countries and regions
(Figure 14).
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Figure 14 Current account imbalances (% world GDP). Notes: Because of lack of complete data
in international transactions the numbers do not necessarily add up at the world level. NIAE
= newly industrialized Asian economies. Source: IMF (2008).

During the late 1970s and early 1980s, the Middle East (a proxy for oil producers)
had a positive current account (CA) and was financing, through the recycling of pet-
rodollars, the rest of the regions that had negative CA, except the United States, which
was in equilibrium. The largest negative CA as percentage of the GDP was for devel-
oping countries (excluding China and the Middle East®). In the 1980s the United
States began to increase its CA deficit, financed mostly by Japan and, to a smaller
The largest component of the CA deficit of the United States has
been the trade deficit, and the implication is that, as noted before, this country has been

degree, Europe.*’

imparting positive impulses to world growth through expanded aggregate demand.
Developing countries (excluding China and the Middle East) reduced their deficits in
CA significantly during the second part of the 1980s: Countries in LAC and Africa
were forced to adjust the external accounts to cope with the debt crisis, whereas
the decline in real prices of oil reduced or eliminated much of the CA surplus of oil-
producing countries.

During the first half of the 1990s, both developing countries (excluding China and
the Middle East) and the United States were absorbing capital, mostly from Japan and
Europe. The reversal of capital flows and the corresponding adjustment of the CA in
developing countries were associated with the sequence of financial crises during the
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second half of the 1990s. By the end of the 1990s and since, the United States has been
receiving flows from Asia (Japan, China, and the newly industrialized Asian economies)
and oil exporters while the rest of the developing countries and the European Union
have been basically moving up or down around balance.

In 2006 the U.S. CA deficit reached somewhat more than 1.6% of the world GDP,
a level unprecedented in modern history. To analyze this event, it is useful to remem-
ber the traditional framework to discuss any program aimed at restoring equilibrium in
the external accounts of a country, based on the concepts of expenditure reduction,
expenditure switching, and external financing. Given some level of external financing,
an economic program aimed at restoring some balance in external accounts would
include policies that try to adjust down aggregate demand to the level of aggregate sup-
ply (expenditure reduction), and other policies, usually linked to the exchange rate,
that change the composition of GDP toward the production of more tradable goods
and services (expenditure switching; see, for instance, Helmers and Dornbusch, 1988).

During the previous cycle of high CA deficits, the U.S. imbalance peaked at 1% of
world GDP in the mid-1980s. The recessions in the early 1980s and early 1990s, along
with adjustments in the real exchange rate, were crucial in restoring balance in the CA
for the United States (i.e., there were both expenditure reducing and expenditure
switching, with little external financing). However, during the recession of the early
2000s, the U.S. imbalance in the CA did not disappear. The reasons why the adjustment
did not happen were that the recession of the early 2000s in the United States was milder
than previous ones (i.e. little or no expenditure reduction occurred), and that it coin-
cided with a strong real appreciation of the U.S. currency (i.e. no expenditure switching
took place). However, this would miss another factor: the increase in external financing
toward the United States, as suggested by the larger CA surpluses in the Asian group
(Japan, China, and NIAE) and Middle East and the reduction in the CA deficit in devel-
oping countries. The availability of external financing to the United States helped keep
the dollar strong (no expenditure switching) and reduced the need for expenditure
reduction. The recent debate over how to close those imbalances centers on who created
the problem in the first place; some point to problems in the U.S. policies, others argue
that the countries with CA surpluses are the main culprits.

To approach that question, it is important to start by recognizing that the recent evo-
lution of global imbalances has reflected important changes in economic conditions in
both developed countries (particularly the United States) and developing countries.
Before the last cycle, low real interest rates in industrialized countries usually meant that
capital was flowing toward the developing countries. However, in the 2000s capital flows
have been going from China, oil exporters, and some other developing countries toward
industrialized countries (excluding Japan), mainly the United States. This is very different
from the behavior of capital flows that led to the debt crises of the 1980s and 1990s. In
the environment of high commodity prices of the 1970s many developing countries
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borrowed in expectation of sustained export incomes, but in the 2000s those countries
have been improving their fiscal and external accounts, reducing their debts and increas-
ing the availability of savings for the rest of the world. For instance, the East Asian
countries that experienced the collapse of 1997 did not go back to the high investment
levels that existed before the Asian crisis, when investments were financed by negative
current accounts. Rather, they decreased investments and tumed to positive current
accounts, adding to the world’s excess net savings (IMF, 2005). The accumulation of for-
eign exchange reserves associated with positive current accounts in China and other
developing countries, including oil exporters, has also led to expansionary domestic
monetary policies in those countries, which sustained their own growth performance.

‘What led to these changes in the origins and destinations of flows and of the result-
ing imbalances? A diversity of reasons have been suggested. Bracke et al. (2008) analyze
several explanations, which they divide into two general categories: structural and
cyclical explanations. Roubini (2006) lists 10 possible explanations. This discussion
can be simplified using the definition of the national accounts, where a deficit in the
current account of the balance of payments is an excess of domestic investment over
domestic savings. Then we have four general explanations of the imbalances (and com-
binations thereof): the United States has decreased savings; the United States has
increased investments; the surplus countries have increased savings; and/or the surplus
countries have reduced investments.

The decline in U.S. savings might have resulted from a policy decision. The tax
cuts introduced in 2001 switched the nation’s fiscal position from a surplus of 2.5%
of GDP in 2000 to a deficit of 3.5% of GDP in 2004, a reversal of 6% points of
GDP, and would have certainly affected the CA (Roubini, 2006). This is the “twin
deficit argument,” which links the current account deficit to the public deficit, assum-
ing that private net savings remain stable. But private U.S. savings have also declined.
Among the reasons suggested are (1) that the period of the “Great Moderation” gave
U.S. consumers a sense of stability and reduced uncertainty, which required less savings
on their part (Fogli and Perri, 2006); and (2) that the perception of higher wealth
resulting from the appreciation (or bubbles) in the U.S. housing and stock markets,
and perhaps lower labor income generation, have led consumers to borrow from those
assets to finance consumption. On the investment side, the United States has gone
through a process of overinvestment in housing.

The hypotheses regarding increased savings in surplus economies are different
depending on the type of country considered. In Japan the increase in savings may
be related to the point where the country is in its demographic cycle, which leads to
more private savings, whereas in developing countries that are not oil exporters, the
cause may be the lack of social security systems (which forces people to save individu-
ally) or the structure of financial systems that do not provide adequate domestic vehi-
cles for savings (and therefore a percentage is invested abroad).
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There is also a public sector counterpart in increased savings, linked to the desire by
governments to insure against the kinds of financial crises that occurred in the second part
of the 1990s. This requires accumulation of official reserves. For instance, Aizenman and
Lee (2005) tested the importance of this type of self-insurance against economic crises
generated by sudden stops and capital flight versus mercantilist objectives in the accumu-
lation of reserves, and they found evidence in support of the first interpretation.”’
A more mercantilist interpretation is the notion that developing countries (particularly
in Asia) have kept the exchange rate undervalued as a development strategy (as in the
Bretton Woods II hypothesis advanced by Dooley et al., 2003), which has led also to
accumulation of foreign reserves (i.e., increasing savings that are invested in international
assets). In the case of oil-producing countries, the public and private sectors might have
been surprised by income growth and have not yet adjusted expenditures patterns, or
they are considering those increases in income temporary and are therefore saving them.

Other explanations may be separate from the overall balance of savings and invest-
ment and are linked to its composition. Some argue that financial globalization has
allowed some investors to diversify their portfolios and invest abroad; this is particularly
true for the United States, which has been usually considered the main supplier of
“safe” assets (see IMF, 2005; Roubini, 2006; and Bracke et al., 2008).

All these developments kept world real interest rates low, even though the United States
and other industrialized countries turned to relatively more restrictive monetary policies
since mid-2004 and until mid-2007. This has been called the “Greenspan conundrum”:
Although the Federal R eserve was increasing short-term interest rates, long-term rates were
holding steady or even falling. Low real interest rates fueled the housing cycle, now in a
sharply declining phase in the United States and other industrialized countries, and they
contributed to the expansion of leveraged financial operations, mostly in vehicles and
instruments that were assumed to be off the balance sheet of the normal banking system.
The painful downturn in the housing cycle and its repercussions in financial markets
(including the deleveraging of those parallel operations) have ended the current expansion.

The implications of these developments for agriculture are multiple, due to signifi-
cant potential impacts on growth, inflation, interest rates, commodity prices, and
capital flows, all of which will depend on the appropriate management of the unwind-
ing of those imbalances, which requires a proper interpretation and prioritization
of causes. As of this writing the potential for a disorderly adjustment, due to the lack
of an adequately coordinated policy framework, appears high.

3.8 World trade

World trade grew between 7% and 8% annually during the 1960s and 1970s, declined
to somewhat more than 3% in the 1980s but recovered to about 7% in the 1990s and
beginning of the 2000s. Those rates were larger than GDP growth in all periods,
increasing continuously the ratio of trade to GDP from about a quarter in the 1960s



Macroeconomics, Macrosectoral Policies, and Agriculture in Developing Countries

Table 8 World trade (% of GDP)

1960s 1970s 1980s 1990s 2000-2005
East Asia and Pacific NA 20.9 36.5 56.0 71.6
Latin America and Caribbean 20.3 23.5 28.2 35.6 45.3
Middle East and North Africa NA 67.4 49.5 56.2 60.5
South Asia 13.8 15.3 18.5 24.9 33.0
Sub-Saharan Africa 48.7 53.7 54.5 57.0 64.6
World 24.2 31.9 37.4 41.3 48.1

Source: WDI, World Bank (2006).

to almost half the world GDP in the 2000s (Table 8).** Projections for the late 2000s
indicate a sharp slowdown in trade growth, aftected by the financial turmoil and deep-
ening global economic slowdown.

Although all developing regions increased their levels of integration in trade flows,
the rhythm differed across them. East Asia and sub-Saharan Africa appear substantially
more integrated in world trade than Latin America and South Asia, as measured by the
trade/GDP ratio (Table 8). At least from these indicators there does not seem to be a
clear link between the level of trade integration and growth, with high (East Asia) and
low (SSA) growth performers in the high trade integration category (similar observa-
tion can be made for South Asia [high growth] and LAC [lower growth]| as regions
with lower trade to GDP ratios).*

Although those trends correspond to goods and services in general, a separate ques-
tion is whether agriculture has become more integrated in world markets. Table 9
shows the ratios of imports and exports over production for all agricultural products
since 1961 to the early 2000s for different developing groupings. All variables are
measured in world prices of 1989-1991.

Several points deserve mention. First, domestic production for domestic use constitutes
the largest component of agriculture in developing countries as a whole. Second, the levels
and trends of the import and export ratios for the developing regions differ among them.
Sub-Saharan Africa had the largest export/production percentage during the 1960s
(28.5%), but it has been declining since then, standing in the 2000s at less than half the initial
value (13.. The import/production percentage, on the other hand, climbed from 8% at the
beginning of the period to almost 14% in the 2000s. Asia has the lowest export and import
ratios, and both have been trending upward but very slowly. LAC has become, by the indi-
cators used here, the more integrated region in world markets, surpassing SSA on both the
export and import ratios. In summary, although agricultural integration in world market
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Table 9 Agriculture trade ratios (%), 1960s—early 2000s

1960s 1970s 1980s 1990s Early 2000s

Export/production

LAC 23.6 24.7 24.5 26.7 31.4

SSA* 28.5 23.0 17.2 15.3 13.2

Asia, developing ° 5.4 5.7 6.4 6.4 6.4

All three regions 12.1 11.8 11.3 11.0 11.6
Import/production

LAC 6.7 8.6 11.2 14.0 15.7

SSA* 8.1 9.4 12.6 12.3 13.5

Asia, developing ° 7.1 7.7 9.2 8.9 8.8

All three regions 7.1 8.0 10.0 10.1 10.5

"Does not include South Africa.

"Does not include China.
Source: FAOSTAT.

(at least measured by these simple trade ratios) appears to have increased on the whole since

the 1960s, domestic production for domestic utilization is the dominant characteristic for

the agricultural sector of developing countries as a whole. In addition, such integration

does not appear to have a uniform trend upward in all regions, with SSA showing lower

export ratios now than in the past, and Asia showing lower import ratios in the 1990s

and beginning of the 2000s compared to the 1980s.

Moreover, those import and export ratios differ by product: Agricultural products
tend to have larger trade ratios than livestock products (see Table 10, which shows

the ratio of imports and exports over production; all variables measured in tons from

Table 10 Developing countries: Export and imports over production (metric tons)

1960s 1970s 1980s 1990s Early 2000s
Meat Imports 1.4 2.4 41 4.1 5.4
Exports 4.9 4.6 3.8 3.7 4.4
Milk (no butter) Imports 7.7 111 15.1 11.5 10.2
Exports 0.3 0.6 0.5 1.2 1.9
Cereals Imports 9.3 10.5 14.2 14.7 17.3
Exports 4.7 4 4.3 4.7 6.1
Vegetable oils Imports 11.4 16.8 27.4 32 33.9
Exports 20.4 25 33.2 40.1 46.1

Source: FAO STAT.



Macroeconomics, Macrosectoral Policies, and Agriculture in Developing Countries

FAOSTAT). Meat products, for which imports and exports represent only about 4% of
production, appear less integrated with world markets than cereals and, particularly,
vegetable oils.** In the case of meat and milk products” shelf life, sanitary measures
and trade protection tend to isolate domestic markets in many countries, making these
products behave more like nontradables. The different levels of integration in world
trade have implications for the assumptions about the tradability of agricultural
products. Many analyses of price biases and price distortions have focused on crops
(which are more tradable, in general) rather than livestock products (which tend to
be less so). These distinctions are important for a proper analysis of the impacts of vari-
ous macroeconomic conditions and policies.

4. MACROECONOMIC POLICIES IN DEVELOPING COUNTRIES
AND AGRICULTURE

Along with the world trends described before, there have also been important changes
in macroeconomic policies and conditions in developing countries. In what follows we
discuss various aspects of fiscal, monetary, exchange rates, and trade policies and their
implications for agriculture.* Before that, we briefly cover the earlier debates about
macroeconomic and development policies and agriculture.

4.1 A brief overview of early macroeconomic policy issues

in developing countries
4.1.1 Macroeconomic and development policies in developing countries, circa
1950s and 1960s
Macroeconomic analysis in developed countries has been mostly concerned with stabi-
lization issues, usually in the context of a closed economy. Policy analysis and debate
have mainly focused on the need of, and means to, managing aggregate demand, with
a view to stabilizing price and employment at levels considered adequate for the proper
operation of the economy. The economy of the developed countries was supposed to
function at a relatively acceptable level of micro-efficiency, and it was also assumed that
the forces shaping the long-run prospects for economic growth (the aggregate supply of
the economy) could work through the normal operation of the markets, if aggregate
demand was sustained at an appropriate level. As to the international influences on
macroeconomic performance, it was considered that the regime of floating exchange
rates, emerging after the collapse of the Bretton Woods system, could delink the
domestic management of the economy from the external forces. Although increasingly
since the 1980s this focus has been extended to include the supply-side aspects of
macroeconomics and the repercussions of various macro policies on the external
accounts, it could be argued that the stabilization of a closed economy remained the
basic paradigm (Clarida, 2008).
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For developing countries, on the other hand, the analysis and debate of macroeco-
nomic policies followed a difterent path. The discussion centered on supply-side, long-
run issues related to economic growth.”® The original post-World War development
approach, which coalesced around the notion that came to be called import substitution
industrialization (ISI), was based on the following central themes:

The need to accumulate capital, increasing investment and savings rates For
example, Lewis (1954, 1955) argued that the central problem of underdevelopment
was how to go from a situation where domestic economic agents save 4-5% of GDP
to one with savings around 15-20%. Investment and capital accumulation, it was
argued, would not only solve the internal productive imbalance that were considered
the leading cause of inflationary pressures but was thought to also solve the external
imbalance, which caused recurrent balance-of-payments crises.

The importance of industrialization in the process of development This process
could advance in a more or less balanced fashion (although for some, like Rosenstein-
Rodan, 1943, this would focus basically on light industry; for others, like Mahalanobis,
1955, heavy industry should be incorporated) or instead could be propelled by the fun-
damental tensions of market disequilibria that created opportunities for investment, as
argued by Hirschman (1958).

After World War II, many leaders and intellectuals in the developing world saw
industrialization as intrinsically related to nation building. For newly independent
countries during the 19" and 20" centuries, the policy approach began with the desire
to break free from direct political and economic control by the colonial powers. In
this line of analysis, dependency was embedded in the productive structure of the
developing countries: They produced primary products and sold them to the colonial
powers, from which poor countries, lacking a domestic industrial base, had to import
manufactures. It was argued that this international power architecture was also reflected
in the social fabric of the developing countries through the presence of landowners and
representatives of foreign capital (the latter tied directly or indirectly to agricultural
production) and in the structure of land tenancy, where large estates and plantations
occupied the dominant position. From this perspective, deemphasizing the role of
the agricultural sector in development was part of a double process of economic inde-
pendence and political sovereignty on one hand and of a transition to a more equitable
internal distribution of income.

Even in Latin American countries, which had become independent mostly in the
19" century and which after World War II had a relatively developed industrial base
compared to other regions, the argument of unequal external relations had strong res-
onance.”” Rather than the more obvious issue of direct political control, the argu-
ment, as elaborated by Prebisch (1950, 1968) and Singer (1950), was an economic
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one, based on the empirical observation at that point in time of declining terms of
trade of countries exporting agricultural products (or primary products, in general)
compared to countries exporting industrial goods. Singer’s arguments were based
on the characteristics of agricultural goods (such as supply and demand elasticities);
Prebisch contrasted market structures in developed countries (characterized by indus-
trial oligopolies and strong unions) with those of developing countries (characterized
by smaller firms and surplus labor) and argued that the former could retain the ben-
efits of technical progress while the latter surrendered gains from productivity
through falling prices of their primary exports (hence the decline in the terms of
trade).

Besides nation building and economic and political independence, industrializa-
tion was also associated with (and, in the stronger version, would cause) social
modernization.

Rural populations were supposed to lack entrepreneurial spirit and appeared bound
by traditional culture and organization. So, when pioneering firms started in the urban
centers, the creation of nonfarm jobs would reduce the sway of agrarian classes. Urban-
ization was itself linked to modernization of the society; progressive attitudes would
result from it. This process was supposed to lead to an open and mobile society, elim-
inating the assignment of occupations by traditional criteria (gender, ethnicity, family
status). Increasing levels of general education for all citizens would generate a more
active, pluralistic, and participatory political and social life (the most complete presen-
tation of these arguments is probably Kerr et al., 1964). Although the left did not nec-
essarily share this benign view of modernization, some Marxist arguments emphasized
the need to move beyond feudalism (which was associated with the agricultural sector)
to capitalism (identified with industrialization and the development of the urban prole-
tariat; Mitrany, 1951).

Yet for all the arguments regarding the military, political, and social externalities
of industrialization, the bulk of the public policy discussion was conducted in eco-
nomic terms. The main objectives of industrialization were growth, employment,
and elimination of poverty (see, for instance, Bhagwati, 1993, on the sequence of
Indian Plans). The economic externalities of industrialization, which were at the
center of what has been called high development theory (Krugman, 1994), involved a
different set of issues: the interaction of economies of scale, pecuniary external
economies, technological spillovers, backward and forward linkages, and strategic
complementarities. The combination of these elements suggested the existence of
multiple equilibria and the need for some form of coordination, probably, but
not only, through government intervention, to move from lower to higher levels
of economic activity (Chenery, Robinson, Syrquin, 1986).

The general case is as follows. In any preindustrial economy, pioneering firms are
subject to considerable startup costs. Without an industrial base (of skilled labor,
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supplier networks, experienced capital markets, etc.), each new industry is at much
higher survival risk than it would be had it started in an already industrialized
country.

Survival risks are attributable to the structural factors noted previously and to the
fact that demand for industrial goods would initially be weak: Without an industrial
system producing many goods by many wage earners, the first industry is in a highly
contingent position, whereas the hundredth is much less so (Rosenstein-Rodan,
1943; Murphy, Shleifer, and Vishny, 1989). At the same time, each new industry
would contribute technological spillovers and the development of a skilled labor force
to the society as a whole; learning by doing would contribute to the hiring firm’s bot-
tom line (for which the firm is compensated) but also to the viability of the industrial
sector overall (for which the firm is not compensated).

Another issue was macroeconomic stability. Although not specified as an external-
ity, it was also clear that policymakers considered that industrialization was going to
make the economy less vulnerable to external shocks, thus avoiding macroeconomic
crises. It was assumed that, as the number of industrial firms increased, dependence
on revenue from primary products would gradually be reduced, which was supposed
to insulate the economy from external shocks and to protect against the losses implied
by the postulated decline in the terms of trade (CEPAL, 1969).

In summary, the positive impact of industrialization appeared substantial: nation
building, political and economic independence, national security, modernization,
development, technological advance, protection from external shocks, and so on.*®

A focus on the internal market Rather than expand exports, the approach was to
reduce imports through domestic production. The process of import substitution,
which focused basically on industrial products, would move “backward” from con-
sumer goods to basic industries, replacing domestically produced goods for imported
ones. In the end it was thought that the (small) remnant of nonsubstitutable imports
could be financed through the (also reduced) level of exports. The feasibility of
expanding the volume of exports was considered small because they would come from
the primary sector, in particular the agricultural production, which was supposed to
have a low price elasticity of supply and because, in any case, the international demand
for those primary products was also deemed to be relatively price inelastic (Little, 1982,
provides a review of this debate).

The belief that markets and the price system would not adequately guide the
necessary process of investment and capital accumulation This was to be led
by government intervention, usually through a development plan with instruments such
as trade protection and subsidies for manufactures, taxes on agriculture, and a heavy
involvement of the state in the economy (see the accounts by Hirschman, 1982; Sen, 1983).
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According to the post-war development strategy, the role of agriculture was
subordinated to the needs of the industrialization process Various arguments
were utilized to support this view. Quantitative historical analysis (for instance,
Kuznets, 1966) showed that agriculture declined in importance with the advance of
economic development. This fact appeared related to Engel’s Law, which argued that
the percentage of food expenditures declined as incomes increased. Also, and especially
in Latin America, various authors argued that (1) agricultural production was inelastic
to domestic prices, (2) international demand was also inelastic with respect to interna-
tional prices, and (3) the international terms of trade were moving against agriculture
(Cepal, 1969). It was said that increasing the prices of agricultural products would
not increase production but would add to inflationary pressures. If domestic production
and international demand were inelastic, the imposition of taxes on agricultural pro-
ducts would not significantly diminish domestic production, and much of the tax
would be paid by importing countries in the form of higher prices. It was also argued
that even if domestic production and exports were increased, that might not result in
greater incomes for the countries following that approach, because of deterioration
in the terms of trade. Therefore, over the medium to long term, policymakers pursued
the diversification of the productive structure through industrialization.
Consequently, during the 1950s and 1960s, the prevailing idea was to transfer
resources from agriculture (considered a low-productivity sector) to industry (where
it was assumed that resources would have higher productivity). The role of agriculture
in development (see Johnston and Mellor, 1961) was one of transferring surpluses for
higher economic growth: (a) the transfer of labor surpluses; workers supposedly unem-
ployed in the agricultural would be transferred to industry (see especially Lewis, 1954);
(b) agriculture would provide food (wage goods) and raw materials to the industrial
sector; (c) savings in the agricultural sector would be taxed away to sustain the process
of investment in the industrial sector and for the development of public infrastructure;
and (d) the agricultural sector had to generate surpluses of foreign currency to pay for
the importation of capital goods and industrial inputs (Johnston and Mellor, 1961).

Inflation was considered an unwanted yet inevitable result of the growth process in
the context of nonintegrated and unbalanced economies Inflation was considered a
lesser evil that must be endured in order to foster economic development. Inflationary
pressures were not necessarily attributed to excess aggregate demand; rather, it was
thought that relatively “normal” levels of aggregate demand could generate inflationary
pressures because the productive sector of the economy was fragmented, with key sec-
tors operating at full capacity or showing rigidities to increase the level of operation
while other sectors experienced higher levels of unemployment and unused capacity.
Consequently, inflationary pressures were supposed to fade away once the investment
process would integrate and balance the productive structure of the economy, making
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the production bottlenecks disappear. This process was believed to be basically the
development and expansion of the industrial sector and related infrastructure. In other
cases, inflation was thought to be an expedient way of generating forced savings
through the “inflationary tax” administered by the government, which in turn sus-
tained the process of capital accumulation (a discussion of views on inflation and devel-
opment can be found in Johnson, 1984).

4.1.2 Reassessment of macroeconomic and development policies in the 1970s
By the mid-1960s several concerns began to be voiced about the adequacy of this
development strategy. Protection and subsidies to the industrial sector were damaging
other sectors, such as agriculture. Schultz (1964), in an influential book, argued that the
farmers in the developing countries were “poor but efficient,” reacting with economic
rationality to changes in prices and incentives. If the agricultural resources were effi-
ciently utilized, there were not gains to be made by the economy from transferring
labor and savings to other sectors. The suggestion was to support the agricultural sector
through technological development and human capital formation in rural areas. The
dispute, between Fei and Ranis (1966) on one hand and Jorgenson (1967) on the
other, over the operation of “dual economies” also centered, at a macro level, over
whether there were efficiency gains to be made by moving labor from agriculture to
industry. Jorgenson’s neoclassical position emphasized that labor was paid the value
of its marginal productivity and that there was not a labor surplus in agriculture to
be transferred to the industrial sector. The key variables in its development model were
the rate of population growth and, again, technological change in agriculture. In gen-
eral, the participation of the state in this process was considered crucial (complement-
ing the traditional vision of the role of the public sector in infrastructure). The Green
Revolution of the 1970s and afterward was based on the idea that there could be a
technological solution to the rural problem.

Different studies during the 1970s (Little, Scitovsky and Scott, 1970; Balassa, 1971;
Krueger, 1978) also criticized the strategy of development based on inward-oriented,
import-substituting industrialization in terms of both long-run growth and efficiency
aspects. They pointed to the supply-side constraints generated by the structure of
macro prices (i.e., the relative price of tradables/nontradables, of industrial/agricultural
products, the exchange rate, the interest rate, the wage level) established through gov-
ernmental policies. According to these studies the policies analyzed had a triply damag-
ing eftect: (a) they made the economy operate inside the production possibility frontier
(PPF), (b) they did not allow the economy to place itself on the most adequate point
on the multidimensional PPF that would allow the country to benefit from interna-
tional trade, and (c) they slowed the outward movement of the PPF.

Criticisms mounted about the basic assumptions, the policies followed, and the
consequences of the ISI strategy. Some argued that the strategy of forced
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industrialization was a misapplication of historical lessons from English development:
Transfers of capital and labor from agriculture to the rest of the economy should take
place naturally, not through policies highly discriminatory against the agricultural sector
(World Bank, 1986). The obvious realization that the poor in developing countries
were concentrated mainly in rural areas led to the conclusion that if poverty alleviation
were to be an important objective of economic policy, greater attention should be
given to agricultural and rural development (Chenery et al., 1974; Lipton, 1977).

Others pointed out that the supply of agricultural products was reasonably elastic, as
was international demand. The terms of trade between industrial and agricultural pro-
ducts —after adjusting for quality and other factors—would not have deteriorated (for
an overview of those debates, see Balassa, 1986b). Discrimination against exports and
the exclusively inward orientation was criticized because it failed to take advantage
of the commercial opportunities offered by the international economy. The costs of
inefficiency and lack of competitive incentives to productivity growth due to protec-
tion were higher than the possible ones (such as volatility) associated with a greater
integration in international trade. Protected industries appeared to require (and strongly
lobbied for) protection long after the intended period of “infancy.”

It was also said that pervasive state intervention into capital markets made invest-
ment funds available only to the large, favored firms and discouraged technical advance
in other sectors. On the other hand, developing countries following an export-oriented
strategy would benefit from greater flexibility, efficient allocation of resources, techno-
logical development, economies of scale, and dynamic effects that could not be attained
through reliance on the internal market alone (Balassa, 1986b). It was also argued that
industrialization fostered through protectionism had generated an industrial structure
more capital intensive than the resource endowment of developing countries required.
Therefore poverty alleviation was impaired by policies that protected capital-intensive
industrialization and discriminated against agriculture, generating less employment and
a distribution of income less equal than what outward development strategies would
have allowed. This process of inward industrialization was criticized for appearing to
have been accompanied by an uncontrolled process of urbanization and the continua-
tion and even deepening of poverty in rural areas.

At the macroeconomic level, it was argued that import-substitution protectionism
had increased inflationary pressures (Krueger, 1981, 1984) and fostered unsustainable
fiscal deficits associated with state interventions, leading to recurrent macroeconomic
crises. After experiencing the vagaries of world markets for commodities during the
19" and early 20™ centuries, many developing countries turned to inward-oriented
policies, with the objective, among others, of reducing external vulnerability.
However, and contrary to expectations, the countries following inward-oriented policies
appeared more vulnerable to external shocks and more prone to balance-of-payments
crises, which, when they occurred, tended to have a stronger negative impact on the
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economy (Balassa, 1984, 1986a). An important reason for such economic instability
seems to have been that the ISI strategy created a stop/go dynamic in economic
activity; the acceleration of the economy usually led to fewer exports (because a larger
percentage of the goods was consumed internally due to growing incomes) and more
imported inputs and capital goods (demanded by the expanding industry), generating bal-
ance-of-payment crises when official external reserves reached very low levels. In addi-
tion, compressing imports through import substitution meant that, because of general
equilibrium effects, exports also declined. The result was that those economies ended
up with very little diversification on the export side (i.e., the country ended up selling
a small range of goods) and was also very dependent on the import side, buying a narrow
group of nonsubstitutable imports that were crucial for the operation of the economy.
All this, it was argued, appeared to increase the vulnerability of the economy to any
external shock on the export, import, or financial side. On the other hand, those
countries following outward-orientation policies were considered to show better results
terms of not only efficiency but also flexibility and adaptability to external events (Balassa,
1986).

Import substitution was even criticized in noneconomic terms. In India and South
Asia, industrialization took place with domestic firms, but in much of Latin America it
was related to the expansion of multinational corporations. Critics from the left decried
the increasing power of the international capital and attributed different economic and
social problems to the dominance of those international corporations (Frank, 1969,
among others). From a very different perspective, those holding views of what was
called neoclassical political economy began to debate the notion of government as a benign
planner interested in aggregate national welfare (the implicit view of much of the pro-
posals for state-led development). They pointed out the rent-seeking behavior of
actors, which a state-led environment allowed to flourish, with virtually any interven-
tion creating an opportunity for privileges, waste, and fraud (Bauer, 1972; Bhagwati,
1982; Krueger, 1974). Resources were misallocated because decisions were influenced
by those rent-seeking activities, which, in addition, themselves consumed resources
from the private sector that could have been applied to more productive ends.

But it appeared that the woes of the ISI strategy did not end there: Developing
countries seemed plagued by political problems, instability, military coups, and human
rights abuses. Industrialization was obviously creating a labor class and urban sectors
that began to claim a larger share of economic benefits and more political participation.
Public and private sector wage increases related to industrialization and modernization
strategies encouraged faster migration from farms to towns, demanding jobs and public
services and causing social unrest. When the economic limits of the ISI strategy (high
levels of inflation, balance-of-payment crises) converged with social unrest, many
developing countries suffered military coups against civilian governments accused of
being too corrupt or too weak to control the economic and social crisis; the need to
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reestablish order was the reason generally given to try to justify the breakdown of the
democratic process (see, for instance, Diaz-Bonilla and Schamis, 2001, on Argentina).
As Hirschman (1982) noticed, faith in the development consensus was badly damaged
by a series of political disasters, from civil wars to the establishment of unsavory author-
itarian regimes that trampled civil and human rights, all of which was thought to be
somehow connected with the social strains related to development and modernization.
The accumulation of all these (true or alleged) negative impacts on society of the
excess support for industry led to a reevaluation of the development and macroeco-
nomic strategy in many developing countries. It was considered that those countries
would benefit by adopting a more decentralized focus, with better use of the price
mechanism and less protection and fewer controls (Little et al., 1970). The develop-
ment strategy had to be refocused by taking advantage of opportunities in international
trade, eliminating the distortions created by extreme government intervention, allow-
ing the price system to operate more freely, making sure that technology and invest-
ment reflected the endowment of human and other resources (thus avoiding the
emphasis on capital-intensive enterprises), and positively reappraising the role of
agriculture in the economy (see Balassa, 1971; Little et al., 1970; Krueger, 1978).
Countries in Asia and some in Latin America, building on previous ISI stages, turned
toward export-led strategies that generated many of the success stories of the last
decades in terms of growth, industrialization, employment, and poverty reduction.
Although those criticisms focused mainly on the real aspects of development strat-
egy, another line of thought looked at monetary and financial issues. For instance,
McKinnon (1973) emphasized the need to liberalize the financial markets, ending
the “financial repression” generated basically by unrealistic interest rates set by the
government. The administered interest rates tended to become negative either
because of the delays in their adjustment in an inflationary context or because of the-
ories that argued for subsidized interest rates to accelerate investment and growth.
Besides the negative impact on the capitalization of financial entities, their
medium-term sustainability, and the fiscal accounts (due to recurrent bailouts of pub-
lic banks), there were concerns about the impact on growth. In McKinnon’s analysis
the government established very low interest rates (passive and active) for the formal
banking sector, and this discouraged savings (at least in the “formal” financial system)
and generated excess demand for credit. Then the banking system rationed the credit
available among customers, through means that would not necessarily direct funds to
the most efficient economic alternatives. And the (latent) demand for financial assets
by the public would be satisfied through the accumulation of physical assets (gold,
land, livestock in agrarian societies, some durable goods), beyond the requirements
of efficiency in production. The result would be that the financial market could
not perform adequately its task of intermediating between the different types of
potential savers and prospective investors and the economy would operate
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inefficiently. The subsequent debate on these issues focused on the liberalization of
interest rates and its impact on growth and stability (Lanyi and Saracoglu, 1983).*”

While those advocating changes in the import substitution strategy through the
liberalization of the real side and the financial side of the economy were addressing
issues of aggregate supply growth, economists in the monetarist tradition found the
import substitution strategy at fault in another respect: the management of aggregate
demand. Inflation and balance-of-payment crises were the reflection of levels of
absorption that exceeded domestic output. Appropriate monetary and fiscal policies
(through “expenditure reduction”) and adjustments in the exchange rate (through
“expenditure switching”) would align domestic absorption with production. This
analysis focused basically on the demand side and monetary aspects that have been
the main components of the IMF stabilization programs (see, for instance, Frenkel
and Johnson, 1976).

But if the supply-side policies followed by developing countries would have slowed
growth and impaired efficiency while the management of aggregate demand (or lack
thereof) would have led to inflation and balance of payments problems, the crossed
influences also needed to be discussed. The debate included considerations about the
impact and effects of growth-oriented real policies on stabilization objectives and of
the stability-oriented monetary and fiscal policies on economic growth.

In the line of argument that goes from supply-side policies to stabilization, it has
been mentioned that the advocates of the import substitution strategy thought it would
solve, through growth, the problem of inflation and external crises. As noted, its critics
pointed out that not only was growth less than expected but that it exacerbated the
problems of stabilization, increasing inflationary pressures (Krueger, 1981) and making
the countries following inward-oriented policies more prone to balance-of-payments
crises (Balassa, 1984, 1986).

As to the impact of demand-side policies on growth, the import substitution
approach argued that some level of inflation was unavoidable in (or even needed for)
the process of economic development. The opposite position, although recognizing
that the “inflationary tax” may help to raise funds needed for economic development,
considered that the uncertainties generated by inflation and the utilization of resources
needed to hedge against them, more than offset the possibly positive effects. Conse-
quently it was argued that stability rather than high and variable inflation advanced
growth in the medium to long run (see the early discussion in Johnson, 1984; this issue
is revisited again in the context of current economic debates). The monetary and fiscal
policies needed to align domestic absorption with total aggregate production (i.e.,
domestic production plus net trade financed in a sustainable manner), when implemen-
ted, were usually part of IMF stabilization programs. With the accumulation of expe-
rience in the application of those programs in the 1960s, 1970s, and 1980s, the debate
shifted to the relationship between short-run stabilization and long-run growth (and,
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eventually, the impact on income distribution and equity). In particular, this generated
a relatively abundant literature on the debate about the “stagflationary” impacts of the
two main components of the stabilization programs, that is, restrictive monetary policy
and devaluation of the exchange rate.

4.1.3 Macroeconomic debates and crises in the 1980s and early 1990s

Part of the criticisms of the restrictive monetary policy came from the structuralist tra-
dition, which has always maintained that inflation and balance-of-payments problems
are caused by nonmonetary forces, and therefore monetary policies would be, in the
best of circumstances, ineffective. But another line of criticism (which came from both
structuralist and nonstructuralist economists) argued that monetary policies would not
only restrain demand but also shift supply downward through the effect of rising inter-
est rates on production costs, basically those associated with working capital. In this
framework, perverse “stagflationary” effects of a restrictive monetary policy could
not be ruled out.

As to the policy of exchange rate devaluation, those arguing the “stagflationary” effects
of such policy resorted to a combination of demand- and supply-side effects. On the
demand side, the distribution of income resulting from the devaluation would be against
workers—who would have salaries relatively fixed in nominal terms—and in favor of other
social groups with smaller marginal propensities to consume. On the supply side, it was
argued that developing countries depended on a certain amount of nonsubstitutable
imports that were a necessary part of production costs; devaluation would lead to higher
costs and, in the context of oligopolistic markup policies followed by the industrial sector,
to higher prices (Taylor, 1979, 1984; Krugman and Taylor, 1978; Buffie, 1986; opposite
views can be found in Cline and Weintraub, 1981, and Hanson, 1983). The combination
of all these effects could add up to recession with inflation, at least in the short run.

As the criticisms against the import substitution approach and related macroeco-
nomic policies mounted and some of its flaws were apparent while at the same time
traditional IMF programs were also under attack, alternative approaches began to be
considered in developing countries. In the second half of the 1970s several Latin Amer-
ican countries implemented programs that tried (at least on paper) to make the transi-
tion from statist and protectionist policies (with their possible companion of lax fiscal
and monetary policies) to the liberalization of the economy in its internal and external
aspects, coupled with what was considered a more adequate management of aggregate
demand. These programs established predetermined rates of devaluation of the
exchange rate (“tablitas”) that were expected to act as restrictions to the discretionary
management of monetary policy by the government (a proxy for a monetary rule).
They illustrated the problem of inconsistencies between the two approaches to
the exchange rate already mentioned: the “real approach,” with the exchange rate as
allocator of resources, and the “nominal anchor approach,” with the exchange rate
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operating to control inflation (Corden, 1990; this issue is analyzed later in greater
detail). Most of those programs collapsed at the beginning of the 1980s, generating a
lively debate on the policy causes of their failure (see, among others, Edwards, 1984;
Balassa, 1985; and the special issues of World Development, edited by Corbo and
de Melo, 1985, and Economic Development and Cultural Change, edited by Edwards
and Teitel, 1986).

Although the previous section on the world economy shows that international con-
ditions related to the ebb and flow of financial capital were critical to understand those
collapses, most of this literature focused on domestic policies. The main explanations
about the causes of failure from the perspective of domestic policies can be separated
in two groups. One line has emphasized problems in the sequence of liberalization
of the external accounts: The capital market would have been liberalized prematurely,
when the proper sequence would have been to open up first the goods market and
only then to reduce the restrictions on external capital flows (Edwards, 1984).

Another line of analysis focused on inconsistencies in managing the exchange rate
that would have become misaligned with the fiscal policy (as in Argentina) or with
the wage policy (as in Chile). Inadequate macroeconomic policies would have contrib-
uted to massive inflow of foreign capital (facilitated by the liberalization of the capital
account), which in turn contributed to the overvaluation of the exchange rate and gen-
erated the debt problem of the 1980s. On the other hand, overvaluation coupled with
trade liberalization negatively affected domestic producers, including efficient firms and
sectors that could have operated adequately with a more adequate exchange rate.
Finally, when the overvaluation was too obvious, the use of the exchange rate as mon-
etary anchor lost its credibility, a massive outflow of capital (anticipating the expected
devaluation) took place, and the economic programs collapsed.

4.1.4 Macroeconomic policies and the agricultural sector

During the 1960s and 1970s, while still within the framework of development and
macroeconomic policies shaped by the import-substitution industrialization, the agri-
cultural sector began to receive greater attention. Sectoral policies included investments
in technology (the Green Revolution), land reform, settlement programs, and commu-
nity development, along with specific price, marketing, and credit schemes. In the
1970s, under the auspices of various international organizations, the main approach
called for increased investment in agriculture, mainly through integrated programs in
rural areas specially targeted to reach low-income groups (see Chenery et al., 1974).
However, the 1970s studies already mentioned that criticized the strategy of develop-
ment based on inward-oriented, import-substituting industrialization (Little, Scitovsky,
and Scott, 1970; Balassa, 1971; Krueger, 1978) suggested a change in the general
approach rather than just focusing investments within a framework that was considered
to discriminate against agriculture.
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This message was reinforced by a variety of studies (mostly covering the period
from the 1960s to the mid-1980s) that analyzed the direct and indirect effects of
trade, exchange rate, and other macroeconomic policies on price incentives for agri-
culture (Krueger, Schiff, and Valdés, 1988; Schift and Valdés, 1992; Bautista and
Valdés, 1993).°” The analysis was based on a selection of agricultural products that
included mostly tradable crops and the use of partial equilibrium measures of trade
and exchange rate policies. They focused on price indicators (the real exchange rate
and the relative price between agricultural and nonagricultural sectors) to analyze the
incentives provided to specific agricultural products by the policies implemented.
This literature argued that relative prices imparted a bias against agriculture that
affected incentives and performance of the sector. Eliminating this price bias was
one of the goals of policy reform strategies, including structural adjustment programs,
supported by the World Bank and others, and many countries undertook such
reforms in the 1990s. This price bias is different from the more general “urban bias”
discussed by Lipton (1977), which also included public investment and expenditures
and other policies.

In particular, Krueger, Schiff, and Valdés (KSV, 1988) looked at a representative
group of 18 developing countries over the period 1975-1984 and distinguished
between direct and indirect trade policy measures affecting agricultural price incentives.
Direct trade policy measures were defined to include all measures that directly affected
the wedge between agricultural producer and border prices. These measures typically
included domestic agricultural taxes and subsidies, export taxes on cash crops, and
import tariffs on food crops. In contrast, indirect trade policy measures were defined
as economywide measures that affected the difference between relative agricultural
producer and border prices. Indirect measures came under two main headings: indus-
trial protection policies and overvaluation of the exchange rate. The former group of
industrial protection measures typically included industrial import tariffs and quotas as
well as domestic industrial taxes and subsidies. The overvaluation of the exchange rate
was measured by the depreciation required to eliminate the nonsustainable part of the
current account deficit in addition to the exchange rate impact of other trade policy
interventions.

The quantification of direct and indirect effects of domestic tax and trade policies
on agricultural price incentives was primarily based on the computation of nominal
protection rates (NPRs). The total NPR for a given traded agricultural product
was defined as the proportional difterence between (1) the ratio of the agricultural
producer price and a nonagricultural producer price index and (2) the ratio between
the agricultural border price and a nonagricultural border price index, both measured
at the equilibrium exchange rate. Subsequently, the total NPR was additively
decomposed into (1) a direct NPR measuring the impact on relative prices of differ-
ences between agricultural producer and border prices measured at the current
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exchange rate and (2) an indirect NPR measuring the impact on relative prices of dif-
ferences between nonagricultural producer and border prices and the impact of
exchange rate overvaluation.

The study by KSV presented NPRs for one agricultural tradable from each of the
18 countries in their sample. Using simple averages, KSV found that agricultural export
goods suffered from a negative direct NPR of —11%, whereas import-competing agri-
cultural goods benefited from a positive direct NPR of around 20%. Nevertheless,
KSV also found that the direct NPRs were swamped by the economywide indirect
NPRs, averaging —27%. Accordingly, the KSV study concluded that indirect effects
dominated direct effects and that total nominal protection was, on average, negative for
all types of traded agricultural goods. KSV used nominal protection as their measure of
relative price distortion, but they acknowledged that a more appropriate measure would
be the so-called effective rate of protection (ERP), which also takes distortions in input
prices into account. However, due to what the authors considered data inadequacy, the
study by KSV contains no results on ERP.

Schiff and Valdés (SV, 1992) covered the same sample of 18 countries but extended
the period of coverage to 1960—1984 and generalized the results by extending the cov-
erage of agricultural goods to four to six agricultural commodities that the authors con-
sidered typically represented between 40% and 80% of net agricultural product. SV
reported average agricultural NPRs, and their results were qualitatively similar to those
of KSV. They calculated that agricultural exports and imports faced NPRs of respec-
tively —13% and 14%, on average, and that these direct eftects were dominated by indi-
rect NPRs, averaging —22%. The SV study also argued that the nominal disprotection
of traded agricultural goods increased over time and that industrial protection has pena-
lized agriculture more than overvaluation of the exchange rate in two thirds of the
countries examined.

Based on the assumption that all agricultural goods are traded, KSV and SV argued
that their results (for the chosen set of goods) were representative for the overall
agricultural sector. The SV study did recognize that traded products have nontradable
components, including some distribution and marketing costs, but these were not
included in the analysis. Furthermore, by assuming perfect substitution between
domestic and world market goods, the possibility of nontradable components
of domestic agricultural production was not considered. Another important issue that
drives the results is the use of estimated “equilibrium exchange rates,” a difficult under-
taking in a partial equilibrium setting such as the one utilized by those studies. In addi-
tion, general equilibrium income and employment effects from the existing policies
and the suggested change in development strategy were not considered (see Jensen,
Robinson, and Tarp, 2002).

The work by Mundlak and coauthors, particularly on Argentina (Mundlak,
Cavallo, and Domenech, 1989), has been mentioned as general equilibrium work
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looking at the incentive bias against agriculture (Schiff and Valdés, 2002). However,
this work can be more appropriately interpreted as a partial macroeconomic model in
which general policies related to trade liberalization, monetary stability, fiscal
discipline, a competitive and more stable real exchange rate, and, in general, avoid-
ance of macroeconomic instability and crises facilitate a stronger growth performance
for the whole economy, not only agriculture. The model considers three sectors:
agriculture, nonagriculture without government, and government, and two relative
prices: agriculture/government and nonagriculture/government. The simulated
counterfactual policies appear to improve both relative prices against the government
and stabilize incentives, which in the historical baseline are very volatile. Investments
in the nongovernment sectors, which depend both on relative prices but also
on the inverse of their volatility, increase, as does productivity. Real wages and
employment of basic labor decline in the absence of compensatory policies.
One interpretation, then, is that less government and less macroeconomic volatility
would lead to more growth in the nongovernment sectors, both agriculture and non-
agriculture. This is very different from the “bias against agriculture” argument.”’
Even this interpretation of the model and the simulations must be taken with caution
because, as noted by Schift (1997), many of the macroeconomic equations are
reduced forms of more complex relationships and therefore are subject to the Lucas
Critique: When there are important changes in policy regimes that may affect the
coefficients of the equations, it is incorrect to take them as invariant in the simula-
tions. Also, because the paper does not appear to have as full a framework of macro-
economic identities as the one presented in Table 1 to ensure consistency of the
simulations, it is not clear whether the variables add up to properly specified and con-
sistent accounting identities—the type of pitfall in macroeconomic model building
stressed by Christ (1987).

In any case, the general work on import substitution in the 1970s already men-
tioned, along with the more agricultural focused studies mentioned here, led to a shift
of emphasis in policy advice, focusing now on the need for changes in the framework
of development and macroeconomic policies. The argument was that the develop-
ment pattern (with its emphasis on import substitution industrialization) and the mac-
roeconomic policies (which led to the overvaluation of the exchange rate and what
was considered excessive taxation of agriculture) discriminated against the agricultural
sector and denied the economy the beneficial results that could be generated from
investment programs in that sector. Moreover, even with specific sectoral policies
to increase investments in agriculture, this type of analysis suggested that the results
may be disappointing due a general framework of distorting policies that hampered
the development of the agricultural sector and the economy in general. Therefore,
the policy recommendation was to eliminate inefficient industrial protectionism, to
avoid the overvaluation of the exchange rate, and to phase out export taxes
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on agriculture. At the same time sectoral interventions that supported and subsidized
agriculture should also be substantially revamped and scaled down, given that overall
incentives would shift in favor of agriculture with the change in the general macro-
economic and trade framework (World Bank, 1986).

This was the general consensus regarding macroeconomic policies and the agricultural
sector circa the late 1980s and early 1990s. The sections that follow try to update the dis-
cussion, considering fiscal, monetary, exchange rate, and trade policies and looking at
more general equilibrium effects and not only relative prices, as explained in Section 1.

4.2 Fiscal policies
4.2.1 Background
Fiscal policies have general macroeconomic effects on aggregate demand expansion
as well as impacts on aggregate supply through the influence on macroprices (price
level and inflation, interest rate, real exchange rate, and sometimes wage levels in the
economy) and microeconomic effects linked to specific taxes, subsidies, and expendi-
tures. It has been argued that high levels of government expenditures and overall taxes,
as well as persistent deficits, affect growth negatively (Barro and Sala-i-Martin, 1995).
But also the composition of expenditures could have growth effects—for instance,
comparing consumption expenditures versus investments in infrastructure or human
capital. There is a relatively large literature analyzing the impact of public investment
on growth, cost reduction, and increases in productivity, and a majority but certainly
not all of the studies tend to find positive results (IMF, 2004). A separate issue is that
government expenditures tend to have a larger nontradable component and its expan-
sion may appreciate the RER. There also microeconomic eftects of fiscal policy and
the tax code—for instance, if agriculture receives less direct taxation acting as a tax
shelter.

A starting point for that analysis is a basic equation of national accounts that indicates
that the sum of net saving of the private sector (NSp), of the government (NSg), and
from the rest of the world to the domestic economy (NSrw) must add up to zero.

(NSp) + (NSg) + (NSrw) =0
We can use Eq. 5 to present in greater detail NSg.

Tind + Tm + TL + TK + TY + OTNg + ProfCB + dB + dCDg + dCFg
= G + ST + INTR*B 4 INTR*CDg + INTR*CFg + INVg 4 dMg (5)

If we call Taxes and Domestic Transfers (T'T) to:

(Tind + Tm + TL 4+ TK + TY + ProfCB) — ST
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Then we have:

(TT 4+ OTNg) — (G + INVg + INTR*B + INTR*CDg + INTR *CFg)
= dMg — (dB + dCDg + dCFg)

where NSg is the left hand side of the equation (TT + OTNg) — (G + INVg + INTR
*B + INTR * CDg + INTR * CFg), and therefore:

NSg = dMg — (dB 4 dCDg + dCFg)

A deficit of the public sector (NSg < 0) can be financed in difterent ways: by using
government’s cash balances (dMg), by borrowing from the central bank (dCDg), by
issuing domestic public debt (dB), or by issuing external public debt (dCFg). On the
other hand, a fiscal surplus leads to accumulation of cash balances or the paying oft
of the three components of public debt.

Each one of these ways of financing the deficit will have different macroeconomic
effects: Borrowing from the central bank to cover the deficit expands money supply,
and if this exceeds money demand, the result may be inflation in goods, services,
and/or assets (including, among the latter, hard foreign currency, which can lead to
“currency substitution””?) or to increased imports; issuing domestic debt will put pres-
sure on the internal real interest rate, which could bring in capital flows and appreciate
the exchange rate; issuing external debt may increase the risk premium (and the
country-specific interest rate) paid by the country and tend to appreciate the exchange
rate in the short run while capital is flowing in but could force a depreciation later to
generate the trade surplus needed to service the debt.

Monetizing the deficit or issuing domestic debt are ways of capturing savings
from the private sector (NSp), whereas issuing external debt, obviously, brings savings
from the rest of the world (NSrw). However, the government cannot extract from the
private sector or the rest of the world a greater level of savings than economic agents
are willing to allocate to buying that country’s public debt. The attempts to absorb
more private savings (external or internal) than the available ones have led in several
countries to fast increases of inflation, very high real interest rates, and capital flight
(which is a form of placing savings outside government’s control). If the deficit of
the projected public sector is greater than the sum of the internal private saving and
the external saving available, a fiscal adjustment is required.

That adjustment can be achieved in several ways, with different effects in the
components of NSg. But those changes can also aftect the components of NSp and
NSrw, which could reinforce or dampen the initial fiscal adjustment. For example,
the deficit of the public sector can be reduced by increasing taxes (TT), decreasing
public consumption (G), reducing public investment (INVg), or reducing payment
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of net interests on public debt (INTR * B + INTR * CDg + INTR * CFg) through,
for example, a rescheduling or reduction of the external debt. But each one of those
approaches can affect the other components of savings, perhaps forcing further adjust-
ments in NSg. An obvious example is increases in taxes, which can affect GDP, private
consumption, and private investment in such a way that the initial improvement in the
net public position could be compensated for by a fall in the private net saving (NSp).

On the other hand, if public expenditures are cut, the short-term impact will
depend on, among other things, the nature of the goods for which aggregate demand
has decreased as a result of the fiscal contraction. If the affected goods are tradable, the
smaller internal demand (resulting from the fiscal restriction) can lead to greater exports
(if there are no restrictions in international demand) or fewer imports, which would lead
to an improvement of the external accounts. If the decrease in public expenditures falls
on nontradable goods, the impact in the short term can be reflected in the unemploy-
ment of the productive factors dedicated to those activities and a fall of the GDP, which,
in turn, would affect net private savings, again forcing other adjustments in the full equa-
tion. To compensate for the decrease in the demand for nontradable goods and services
and maintain overall economic activity, the real exchange rate has to adjust to favor the
production of tradable goods and services, and factor markets must be sufficiently flexible
to ensure the channeling of labor and capital toward those activities. In any case, both
raising taxes and cutting public expenditures can have recessive effects, at least in the
short run, which should be considered. But if the fiscal adjustment reduces the overall
level of the interest rate for the economy, it could end up having an expansionary impact
through expansion of consumption and investments by the private sector.

In addition to the considerations of short-term adjustments mentioned so far, there
are also dynamic and intertemporal aspects of the program of fiscal adjustment that
must be taken into account. An obvious trade-oft is the decline of public investment
dedicated to the formation of human capital and the support of science and technology.
These cuts may contribute in the short term to attaining a balance of the public
accounts compatible with the availability of internal and external net savings, but they
can also decrease the growth rate of the GDP in the future and in such way worsen
future fiscal balances.

Another dynamic element is the evolution of the various financial assets and liabil-
ities as a result of the level of the public deficit and its financing. Each of the three
methods of financing (monetization, issuing of domestic debt, and issuing of external
debt) implies modifications in the stock of a financial asset that, when interacting
with the demand of those assets, can produce changes in key macroeconomic vari-
ables (as discussed before). But these effects are, in several cases, only the first round
of macroeconomic adjustments that can lead to additional modifications in the levels
of production, saving, and investment of the economy with their impact on the cur-
rent account of the balance of payments. Some of those effects may occur not only
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because the supply and demand of financial assets should be balanced in a moment in
time but because there are also intertemporal balances that must be maintained. For
instance, economic agents who also consider the future may forecast violations of
the intertemporal budget constraint of the government, indicating solvency problems
in the future, but then they will react now, with possible repercussions on inflation-
ary expectations, current interest rates, and capital flight.

Taking those general concepts as background, the following discussion presents

the evolution of some fiscal variables in developing countries.

4.2.2 Fiscal trends in developing countries®*

There is a general debate about whether increased integration in the world economy
(“globalization”) is eroding the tax base of many countries, particularly developing ones
(see a review of this debate in Diaz-Bonilla, 2008). This can happen both directly (for
example, due to tax competition at the world level reducing the sources of revenues, or
due to the international mobility of capital and high-income individuals who do not
want to be taxed) and, indirectly, through the impact of globalization on the rate
and quality of growth and, therefore, on tax collection. In turn, the level of govern-
ment revenues affects the possibility of implementing transfer policies (such as food
subsidies) and of financing public services and investments in agriculture.

In particular, trade liberalization may reduce government revenues from trade taxes,
although the net result depends on the form in which the liberalization is implemented
and the reaction from trade flows; if trade liberalization represents a shift from quanti-
tative barriers to tariffs (or from prohibitive tariffs with no trade to lower tariffs that
allow some trade), revenues may increase. Trade taxes (both imports and exports) as
percentages of current revenues seem to have declined in most developing countries.
According to the World Development Indicators (WDI) database (World Bank,
2007), the percentage of trade taxes in revenues fell in East Asia and the Pacific region,
from 12.8% in the 1990s to 6.1% in the first half of the 2000s. Comparable figures
for Latin America and the Caribbean are 11.7% and 6.2%; South Asia, from 22.6%
to 16.2%; lower-middle income, from 13.1% to 7.5%; and upper-middle income,
from 8.3% to 3.3% (both categories include developing countries). There is no
data for low-income countries (the bottom tier of developing countries), including
sub-Saharan Africa.

But these data may simply reflect the fact that the tax structure is changing its com-
position toward other taxes. Therefore, it would be more relevant to see whether taxes
in general (not only trade taxes) have declined. Data again are scarce, but from the 55
developing countries that have data over the last two decades, tax revenues as percen-
tages of the GDP were about the same in the 1990s and the first half of the 2000s, at
14.6% and 14.5%, respectively (the medians were 13.9% and 13.2% and the modes
were 12% and 15.5%). This stability contrasts with the upward trend in taxes in the
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Table 11  General government final consumption expenditure, 1960s—early 2000s (% of GDP)

1960s 1970s 1980s 1990s Early 2000s
East Asia and Pacific 8.2 9.6 13.0 11.4 11.0
Latin America and Caribbean 9.6 10.5 10.3 13.2 14.9
South Asia 8.9 9.6 10.7 10.9 10.8
Sub-Saharan Africa 11.3 14.1 16.2 16.4 16.8
Developing countries 9.5 11.0 12.2 13.4 13.8
High-income OECD countries 15.2 16.7 17.8 17.2 17.4

Source: WDI, World Bank 2005.

industrialized countries that are members of the Organization for Economic Coopera-
tion and Development (OECD; WDI, World Bank, 2007).

Moving to the spending side, it has been argued that integration in the global economy
forces cuts in government expenditures to maintain competitiveness. Table 11 shows the
size of the general government in the economy (not counting local governments),
measured by public consumption.”® It has been increasing in general for all developing
regions since the 1960s, as happened in the high-income countries. SSA and Latin America
and the Caribbean (LAC) have larger participation of government than developing Asian
regions do (between 3 and 6 percentage points above).

It is difficult to generalize from those figures, but taxes seem to have been stable as
percentage of GDP, whereas government consumption appears to have increased some-
what. However, there are no consistent data on other sources of incomes (such as
income from assets, government activities, or grants) and other possible outlays (such as
public investments). If the trend toward more consumption with stable taxes were true,
there would be a growing gap that needs to be filled with other sources of income, cuts
in nonconsumption expenditures, money financing (seignorage tax), or increases in debt.

Regarding the latter, debt service of public and publicly guaranteed debt (see
Table 12) was lower in the 1970s for all developing regions than in subsequent decades.
Debt service peaked in the 1980s for SSA and LAC and declined in the 1990s. For
LAC, however, it increased again in the early 2000s to close to the levels of the
1980s, or about double the levels in Asian countries.

The overall fiscal position of developing (and industrial) countries deteriorated
mostly during the 1980s (SSA fiscal problems occurred earlier in the 1970s), but it
has improved since then: The average government fiscal deficit was 6% of the GDP
among developing countries in the first half of the 1980s but declined to around 2%
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Table 12 Public and publicly guaranteed debt service, 1970s-2004 (% of gross national income)

1970s 1980s 1990s 2000-2004
East Asia and Pacific n/a 2.6 2.8 1.9
Latin America and Caribbean 2.2 4.4 3.2 4.1
Middle East and North Africa 2.1 3.7 6.5 3.8
South Asia 0.9 1.2 25 2.2
Sub-Saharan Africa 1.6 n/a 3.1 2.6
Low- and middle-income countries 1.8 3.5 3.2 3.0

Source: World Bank, 2005.

by the end of the 1990s, with a similar decline in industrialized countries (see Tytell
and Wei, 2004).

The general picture from these figures is that fiscal accounts in developing countries
became more restricted in the 1980s and 1990s, but that the conditions in public
accounts have improved during the 2000s, probably helped by the previous fiscal
adjustment, the resumption of growth after the crises of the 1980s and 1990s, and a
decline in world interest rates. The global economic slowdown of the late 2000s will
be a strong test for the resilience of the fiscal position in developing countries.

4.2.3 Fiscal issues and agriculture

Expenditures Deteriorating public sector finances, along with the decline in world
agricultural prices in the mid-1980s, led to fiscal adjustments and pressures to reduce
support for agriculture in many countries. For instance, at the beginning of the
1980s several countries in South America, such as Brazil and Chile, embarked on accel-
erated programs to expand production of wheat (and other cereals) due to concerns
about shortages heightened by high prices in the second half of the 1970s. When prices
collapsed in the mid-1980s, these programs represented a high cost for the government,
and support for those crops was substantially diminished (Diaz-Bonilla, 1999). More
generally, van Blarcom, Knudsen, and Nash (1993) found that during the period of
structural adjustment programs in the 1980s, agricultural expenditures declined as share
of total spending. In fact, the structural adjustment programs that unilaterally or as a
condition of loans reduced support for agriculture in many developing countries during
the 1980s and 1990s, but also the discussions surrounding the U.S. Farm Bills in
the 1980s and 1990s and the adjustments in the Common Agricultural Policy in the
1990s, can all be seen as part of the same effort to confront deteriorated fiscal positions
in the context of weak world commodity markets.
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Data to assess trends in agricultural expenditures are scarce. The estimates by Fan
and Pardey (1998) of public sector agricultural expenditures in Asia (measured in pur-
chasing power parity values)’® show that although they were growing on average at
4.6% annually in 1972-1993, the pattern was a declining one: During the 1970s they
grew at 9.5%, they slowed to 3.5% during the 1980s, and they had a negligible increase
of less than 0.5% from 1990-1993. Kheralla et al. (2000) also report diminished expen-
ditures in subsidies and public sector enterprises in SSA. In LAC, data from FAO
(2006) show (see Figure 15) that agricultural expenditures in constant currency and
in per capita terms for an unweighted average of 18 countries’’ declined from the
mid-1980s to the mid-1990s but have recovered since then, to about the values at
the beginning of the series. If, instead of the average, the unweighted median is uti-
lized, there seems to have been an increase in the early 2000s above historical values.

Allcott, Lederman, and Lopez (2006) divide those public agricultural expenditures
in LAC into “nonsocial subsidies,” or “private goods” (export subsidies, forestry subsi-
dies, targeted rural production subsidies, and so on) and “public goods” (such as invest-
ment in R&D, plant and animal disease control, and environmental protection) and
document the decline in the share of expenditures devoted to nonsocial subsidies over
the period, moving from 40-45% in the late 1980s to 30% in 2001, while the average
rural public expenditures per capita (as shown in Figure 15, which comes from the
same database) increased over the period. Besides documenting those trends, they
examine the effects of the size and composition of rural expenditures on agricultural
GDP in 15 Latin American countries during the period 1985-2001. Their more
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Figure 15 Index of agricultural expenditure in LAC per capita (constant local currency), 1995-2001.
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general result is the positive (negative) impact of the public (“nonsocial subsidies” or
private) goods on per capita agricultural GDP. Another result is that trade openness
leads to more agricultural spending in general (but the coefficient is not statistically sig-
nificant) and within that, the share of private goods increases (which is significant).
There seems to be a “compensation” effect to more trade openness via subsidies (which
reduces agricultural GDP per capita), but since all expenditures appear to also increase
with more trade, the overall impact of openness on agricultural GDP is not clear
(it appears positive in some of their regressions and negative in others).

Taxes The tax side of agriculture includes (1) direct taxes income, persons and per-
sonal wealth or property, and (2) indirect taxes such as sales taxes, excises, stamp taxes,
and import and export taxes.”® Those explicit taxes have different general equilibrium
implications. Direct taxes are considered to generate revenues with fewer intersectoral
or interpersonal resource transfers than indirect taxes. But that also depends on whether
sectors are treated equally or not for taxation purposes. Khan (2001) notes that there are
serious data problems to determine the level of explicit direct and indirect taxes paid by
farmers in developing countries, among other things, because national tax data are not
classified by source or sector and do not include taxes collected by state and local gov-
ernments. Khan points to some facts and trends on agricultural taxation in recent years.
First, taxes on land and agricultural income are not major contributors to overall tax
revenues, representing 20% of the total or less; rather, the bulk of agricultural tax
revenue comes from taxes and duties on marketed agricultural products in domestic
and foreign markets (but usually food items are exempted from sales taxes). Second,
the explicit tax burden on farmers has been lower than for other groups.”” Third, taxes
on exported and imported products have traditionally been a major source of govern-
ment revenues in many poor developing countries, but, as noted, the contribution of
export taxes in most developing countries has fallen significantly since the mid-
1980s, particularly in Latin America and Asian developing countries. However, they
are still high in several countries in sub-Saharan Africa. Fourth, the explicit tax burden
on agriculture has fallen significantly in the past 20 years, due mostly to reduction in
indirect taxes (such as export taxes) but also to declines in direct taxes on income
and land (Kahn, 2001).

Among fiscal issues in agriculture, taxation of exports has received particular
attention (see, among others, Krueger, Schift, and Valdés, 1988). Production taxes have
been criticized (other things being equal) for reducing output and exports of the taxed
products (which, ceteris paribus, is generally true) but also for reducing overall welfare
(which is a less obvious result that must be analyzed in a general equilibrium setting).
For instance, Cicowiez et al. (2008) analyze the potential elimination of export taxes
in Argentina, which were imposed after the strong devaluation of 2002 in that country.
Their conclusion, using a CGE model with a labor market specification that allows for
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unemployment, is that such elimination seems to negatively affect GDP and employ-
ment. To understand the negative results on production and employment, one needs
to look at the sectoral composition of export taxes and the supply-side response. In
terms of sectoral composition, the largest agricultural export taxes are on primary pro-
duction of grains and oilseeds. The elimination of these taxes increases the supply of
sectors that are less labor intensive than other activities, are inputs to other productions,
and for which the outward orientation of their sales increases significantly without
export taxes. The consequences of the three factors are less employment in general
through different and cumulative channels. In the case of agriculture particularly, land
is shifted away from other products that tend to be more labor intensive and toward
grains and oilseeds, which are less so. This negative employment effect at the primary
level is reinforced by the fact that, since the commodities from these sectors are inputs
into other production activities, the increase in their prices also affects those other
activities, which tends to shrink in production and employment because of higher
prices of inputs. Primary products that before were transformed locally are now
exported as raw materials and the domestic industry declines. Finally, the outward ori-
entation of the expanding activities appreciates the real exchange rate, affecting the rest
of the tradables.

They also find a negative fiscal impact that could be even bigger than the initial col-
lection of export taxes due to the negative production and employment effects. In
terms of poverty effects, which are the focus of their paper, the elimination of agricul-
tural export taxes increases the domestic price of food (and therefore the poverty line).
This price effect and the decline of employment increase poverty. The authors caution
that the results also need to be analyzed in a dynamic setting to better understand the
potential for growth and employment of the differential development paths with and
without export taxes, assuming that, given enough time, labor could be reconverted
and move across activities.

Another angle to the debate on export taxes on primary agricultural products is that
when applied to an agricultural primary product that is an input to a processing indus-
try but not to the processed product (e.g., wheat with regard to flour milling, or green
coffee to roasted coftee), the reduced domestic price compared to the world price
could help the development of the industry in the country imposing the export tax.
The empirical evidence on this effect is mixed (see the discussion on differential export
taxes in Section 4.5, on trade).

‘Whatever the general equilibrium results of export taxes, including their revenue
generation ability, it has already been mentioned that those taxes have been declining
over recent decades. The decline in taxation of agricultural exports in many developing
countries since the mid-1980s was related to the strong decline in real agricultural
prices since then, as well as the “structural adjustment programs” negotiated with the
IMF and the World Bank. Before these adjustments, high prices of commodities in
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the 1970s appear to have led some countries to tax what was considered permanent
“windfall” profits from primary products. The increase in fiscal resources led to expan-
sionary fiscal policies that later proved unsustainable. For instance, Schuknecht (1999)
argues that the experience of the mid-1990s coftee boom in Africa shows that countries
that liberalized and left a large share of the “windfall” with the private sector and that
committed themselves to fiscal austerity via adjustment programs have shown better
results in terms of fiscal stability, private sector responses, and economic growth than
countries that did not reform. In the period of improved commodity prices during
the 2000s, developing countries (although with exceptions) seemed to have reacted dif-
ferently, treating increased revenues more as a temporary windfall that was utilized to
reduce public debt or to accumulate reserves and not to large expansions of public
expenditures.

Conclusion An overall conclusion of this fiscal review is that developing countries
suffered some fiscal retrenchment in the 1980s and 1990s, which seems to have affected
agricultural expenditures during those years. The fiscal position appears to have
improved somewhat in the 2000s and, at least for the LAC countries for which there
are more complete data, agricultural expenditures have recovered. At the same time,
government expenditures for the sector seem to have been changing relatively toward
public goods, whereas on the tax side, trade taxes, particularly export taxes, have
declined. Although it is difficult to assess in general terms whether expenditure and tax-
ation levels related to agriculture in developing countries are adequate, it seems that at
least the composition of both components of the fiscal equation has been moving toward
configurations somewhat more supportive of agricultural growth. In addition, develop-
ing countries appeared to have managed more prudently the fiscal implications of the
last period of improved commodity prices, although it will be seen whether that is
enough to help them through the current global economic difficulties.

4.3 Monetary and financial policies

4.3.1 Background

Monetary conditions affect growth, employment, inflation, exchange rates, interest
rates, the operation of the banking and financial systems, and the probability of crises.
Here only a brief discussion of the multiple topics involved can be sketched.

The relationship among money, growth, and inflation has been long debated. In
monetary theory there are a variety of results: Inflation has been argued to have no
effect on growth (money is super-neutral; Sidrauski, 1967); positive (Tobin, 1965,
who assumed that money was a substitute for capital); and negative (Stockman,
1981, using a cash-in-advance model in which money was complementary to capital).
With theory being inconclusive, the issue has been analyzed empirically in both indus-
trialized and developing countries. In industrialized countries the discussion has focused
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on the slope and (the possibly nonlinear) shape of the Phillips curve, linking unemploy-
ment and inflation in the short run. This debate has been centered mostly on industria-
lized countries and it is not reviewed here,”’ although it could become more relevant
in the advanced middle-income countries that have moved to inflation targeting (see
the discussion that follows).

In the case of developing countries, the early debates were briefly sketched in Section
4.1. In the 1950s and 1960s inflation was considered an unwanted side effect of growth
in the context of fragmented economic structures. However, to the extent that inflation
began to get increasingly out of control in the 1970s and 1980s in many developing
countries, especially in LAC and to a lesser extent in SSA, the focus shifted to the poten-
tial negative impact of inflation on growth. Empirical studies, such as Fischer (1993),
found a negative correlation between inflation and growth, but it was shown that the
results depended mostly on outliers and thus were not robust (Levine and Zervos, 1993).

Other authors have argued that those weak results were the consequence of a
nonlinear relationship, with different interactions between inflation and growth at dif-
ferent levels of those variables. Therefore, several studies have attempted to estimate
the relationship between inflation and growth using nonlinear specifications, asking
whether (1) there are “threshold” effects (e.g., that inflation must reach some mini-
mum before the negative impact on growth becomes serious) and/or (2) there is a
“kink” in the relationship (i.e., a variable that might be positively related to growth
up to some levels of inflation where the relationship changes sign).

For instance, Dombusch and Fischer (1991) argued, before the generalized period of
disinflation in the second half of the 1990s, that the negative impact of inflation on growth
happened at relatively high levels of inflation (a “threshold” eftect) that they estimated to be
above the range of 15-30%, the limit of what they called “moderate inflation.” With more
formal methods, Fisher (1993) found other thresholds: Below 15% the impact of inflation
on growth was negative but small; from 15-40% there was a strong negative effect of infla-
tion on growth; and over 40% the impact was negative but again tended to be small because
the main damage to growth happened in the previous threshold.

Other studies have found a different nonlinear relationship characterized by a
period in which growth and inflation are positively correlated, then an inflection point
is reached (a “kink”), and afterward the relationship turns negative (Figure 16 shows a
possible shape for this hypothetical correlation).

Several analyses offer a range of estimates of the levels of growth and inflation where
the inflection in the curve takes place (Point B). The estimates usually go from 2.5-19%,
with most estimates between 5% and 15% (see Bruno and Easterly, 1995; Sarel, 1996;
Ghosh and Phillips, 1998; Burdekin et al., 2000; Khan and Senhadji, 2001; Drukker
et al., 2005; Pollin and Zhu, 2005; and Li, 2006). Countries growing “too fast” (such
as Point A) will eventually go back to the curve, but it would make a difference which
side of Point B the economy will eventually tend to. Policymakers may affect growth by
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Figure 16 Growth and inflation.
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generating monetary conditions that lead to high inflation (as in Point D). However, if
the policy target for inflation is set too low (such as Point C), the country would also
be paying a price in reduced growth, affecting the agricultural sector as well.

Monetary policies also have strong impacts on the external accounts and the prob-
ability of crises. Some of the policy issues can be illustrated starting with a simplified
balance sheet of a hypothetical central bank:

Assets Liabilities

Net foreign assets in “dollars” (INFAS) Monetary base (MB)*
* Exchange rate (ER)

Credit to government (CDg)

Credit to private sector (CDp) Net worth (N W)b

*Currency in circulation plus bank’s deposits in the central bank.
PIf positive.

We can write the balance sheet of the Central Bank in domestic currency in
equation form (Eq. 3a, which is a slightly modified version of Eq. 3):

ER*NFA$ + CDg + CDg = MB + NW (3a)

We also need the balance-of-payments equation to look at alternative scenarios. Eq. 4a is a
simplified version in dollars of Eq. 4 (which was expressed before in domestic currency):

X$ — IM$ — INT$ + dCF$ = dNFA$ (4a)

The balance-of-payments equation measured in dollars includes exports (X$), imports
(IM$), interest payments and other current account transactions (INTS), capital flows
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(dCF$), and changes in net foreign assets (AINFAS). It can be converted into domestic
currency, multiplying all terms of Eq. 4. by the exchange rate (ER).
Finally, we need to consider the money market:

MB = L = (1/v)*P*GDP (5)

This is an equilibrium condition in domestic currency where money supply (MB)®'
equals money demand (L); L, in turn, is a function of the inverse velocity (1/v), prices
(P), and real gross domestic product (GDP). Money velocity (v), which is an indicator
of the desire of holding domestic currency, may also depend on various factors such as
real interest rates, expectations of inflation, and expectations of changes in the nominal
exchange rate (ER).

If the central bank is buying foreign assets (AINFAS) because of a positive trade bal-
ance or capital inflows or is extending credit to the government (dCDg, probably
financing the fiscal deficit) or is providing credit to the private sector (dCDp, perhaps
through rediscounts to the banking sector that are on-lent for other activities, such as
agriculture), the monetary base (dMB) is expanding (assuming dN'W = 0). But this is only
the first-round eftect. If this expansion in money supply exceeds the demand for domestic
currency (L), there are different possible adjustments, depending on the type of goods,
services, or assets the unwanted excess supply of money will be spilling onto. Further effects
will depend on whether velocity (v) and GDP remain constant or not and what the sources
of money creation are. In the latter case, there can be external sources (ANFAS$), and
within this, the monetary expansion may come from the current account (most likely a
trade surplus, X$ —IM$ > 0) or from the capital account (dCF$ > 0); the source of money
creation may also be internal, and it also matters if this comes from credit expansion to the
government (dCDg > 0) or the private sector (dCDp > 0).

If there is idle productive capacity and unutilized labor force, credit expansion
could lead to increases in GDP. This in turn would increase money demand and per-
haps a new equilibrium will be reached, with more economic activity. But if both v
and GDP are fixed (at least in the short run), the increase in money supply would push
up prices (P) and would appreciate the real exchange rate (if the nominal exchange rate
is not adjusted). The appreciation of the RER, in turn, would eventually lead to a
decline in the trade balance (X$ — IM$).

If the original source of money creation is a positive trade balance, this process
could eliminate the trade surplus and close the source of money creation.®® If the cre-
ation of money is due to internal sources, such as a fiscal deficit that was financed
through credit by the central bank, and with GDP close to full employment, there will
be an impact on prices. Depending on the price level at which the money market may
equilibrate and with a nominal ER unchanged, there could be a continuous deteriora-
tion in the trade balance that, with INT$ and dCF$ fixed, would imply a loss in
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reserves (—ANFAS). When reserves are low compared to imports or payments of exter-
nal debts, a devaluation can follow (and in developing countries, usually accompanied
by an IMF stabilization program). An alternative policy to try to restore equilibrium to
the money market and the trade balance would be a restriction in credit, which reduces
money supply, forces prices and/or GDP down, and, through price and income eftects,
restores the trade balance. This approach has been called the monetary approach to the
balance of payments and has provided the underpinnings for most of the IMF programs
aimed at restoring balance in the external accounts (see, for instance, Frenkel and
Johnson, 1976).

This description corresponds mostly to the period of capital controls and prohibi-
tions to hold and circulate “dollars” in the domestic economy during the 1950s,
1960s, and part of the 1970s. Then the process leading to devaluations comprised com-
paratively slow-motion events, fueled by the deterioration of the trade balance. Since
the late 1970s and increasingly during the 1980s and 1990s, but mostly in the category
of “urbanized economies” identified by the World Bank (2008), the liberalization and
opening up of the transactions of the current and capital account of the balance of pay-
ments and the increasing use of hard foreign currencies in the domestic economy of
developing countries (a phenomenon that has been called dollarization; see the follow-
ing discussion) transformed the nature of the adjustment to an increase in (unwanted)
money supply. Now the impact can be through capital flight (-dCFS$) that may happen
when economic agents see an important deterioration of the ratio of official reserves to
domestic liquidity (in these equations, ER ¥ NFA$/MB, which declines when expan-
sion in CD leads to increases in MB, and, possibly, losses in NFAS). In these cases, the
exchange rate crises resemble Krugman’s model (1979), where imbalances between
supply and demand of domestic currency—for instance, fueled by fiscal deficits that
are monetized—could lead to sudden attacks on the foreign reserves held by the mon-
etary authority. In Eq. 3a. the increase in CD would lead to an immediate decline in
NFAS through capital flight.

With the opening up of the capital account, the limits of what was called the
“impossible trinity” began to be recognized: A country could not have a fixed
exchange rate, an open capital account, and an independent monetary policy at the
same time but could select only two out of those three policies. This has been an issue
mainly for “urbanized economies,” because the “agriculture-based” and “transition”
economies, in the categorization of the World Bank (2008), tended to maintain more
controls on the capital account. But in “urbanized economies,” considering the ten-
dency to try to maintain exchange rates stables and with a capital account open, a con-
sequence appears to have been more constrained monetary policies. The approach of
the “developmental state” of the 1950s and 1960s that provided ample credit for pro-
duction, including agriculture, through the central bank became seriously constrained
once the current and capital accounts were liberalized.
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In summary, a monetary expansion will affect prices, GDP, the exchange rate, and
external accounts, but the distribution of the impacts will depend on a variety of rea-
sons, including the structure of the economy as discussed in Section 2. In the following
discussion, we look further into some of the monetary trends and policy issues in
developing countries.

4.3.2 Trends in monetary conditions

In all developing regions, as in the industrialized world, inflation decreased since the
mid-1990s, although the performance has varied over time and across regions (see
Table 13).

Asia experienced only mild increases, more in line with inflationary developments
in the industrialized world, converging during the 2000s to rates below 3% annually.
Inflation peaked during the early 1990s in LAC and Africa; the highest rate was 460%
in 1990 in LAC (with cases of hyperinflation in some countries) and about 32% in 1992
in Africa. As a result, the whole decade of the 1990s showed the highest inflation rates,
with 130.5% in LAC and 25.9% in Africa. In Asia, however, the highest inflation
occurred during the 1970s (10.3%), with a peak in 1974 of about 30%, linked to the oil
and food price shocks of that period.

There is now a lively debate about the links between globalization (i.e., a larger
integration in trade and financial world markets) and lower inflation. Rogoft (2004),
Romer (1993), and Frankel (2006) have argued that globalization has reduced inflation
through different channels, including expanded competition from low-cost economies.
Tytell and Wei (2004), for instance, find that their measures of financial integration (in
which they try to isolate the component of capital flows that is external to the
countries) appear associated with that decline in inflation, concluding that financial
globalization could have induced countries to pursue low-inflation monetary policies.
Furthermore, they find that increases in trade openness are associated with lower
inflation rates. Others, particularly in industrialized countries, have argued that better
monetary policies have led to this outcome (Young, 2008).

Table 13 Inflation in developing countries (%), 1960s-2005

1960s 1970s 1980s 1990s 2000-2005
Africa 5.1 12.6 17.2 25.9 8.3
Asia 3.6 10.3 9.0 8.1 2.7
Latin America and Caribbean 6.6 315 91.1 130.5 7.9
Middle East 3.7 10.6 18.7 11.9 5.7

Source: IMF (2007).
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Table 14 Money and quasi-money (M2) (% of GDP), 1960s—early 2000s

1960s 1970s 1980s 1990s Early 2000s
East Asia and Pacific NA 25.2 41.7 81.6 129.5
Latin America and Caribbean 15.8 17.5 19.1 24.3 26.7
South Asia 222 25.7 35.4 41.0 52.2
Sub-Saharan Africa 29.0 29.3 32.8 33.9 35.7
Low and middle income 19.4 22.6 32.8 43.7 62.6
High income: OECD 61.7 60.3 67.0 71.0 80.6
World 53.3 52.8 60.4 68.8 78.1

It has been already argued (Section 3.3) that lower inflation rates are associated with
less price volatility and that if price volatility is more important than average prices in
explaining agricultural supply (see Johnson, 1947; Schultz, 1954; and Timmer, 1991,
among others), agriculture might have benefited from the more stable inflationary
environment since the 1990s.%

Another development is that financial deepening of the developing countries’
economies measured as money and quasi-money over GDP (Table 14) has increased
over time, particularly in East Asia. High-inflation economies such as those of LAC
and, to a lesser degree, SSA, although also showing greater monetization of their
economies over time, are clearly below the average for developing countries and
the world. This monetization has increased while financial integration in world mar-
kets has advanced, although it is not clear what the links may be between world
financial integration and greater domestic financial deepening. The counterpart of
expanding money and quasi-money has been more credit availability. Higher levels
of financial deepening have been associated with higher growth rates (see Barro
and Sala-i-Martin, 1995).

But the context of that monetization has also changed, depending on the financial
and capital controls on external flows. Although with closed capital accounts the level
of foreign reserves was related to the need to finance a certain amount of imports and/
or the payment of external debt, with open capital accounts the ratio of reserves of
foreign exchange to money became more important as an insurance against financial
crises, as discussed elsewhere in this chapter. The concern was the possibility that
the excess of domestic liquidity was suddenly swapped into “dollars” (which, without
current account or capital controls, can be done freely in open markets), triggering a
currency crisis. The ratio of reserves of hard currency to domestic money (or vice
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Table 15 Money and quasi-money (M2) to gross international reserves ratio, 1970s—early 2000s

1970s 1980s 1990s Early 2000s
East Asia and Pacific 2.8 5.0 4.2 3.3
Latin America and Caribbean 3.6 35 3.4 2.0
South Asia 8.2 7.6 5.8 3.1
Sub-Saharan Africa 4.1 6.2 3.2 5.4
Low and middle income 4.0 5.4 3.5 2.8

Note: Median from sample of countries.

versa) became an important indicator of the potential occurrence of such crises.
Table 15 shows the ratio of a broad indicator of domestic liquidity to gross interna-
tional reserves for various developing regions.®*

With capital accounts mostly closed, the quantity of domestic currency per unit of
international reserves was increasing in the 1970s and 1980s, but it declined clearly for
most of the regions and for developing countries as a whole in the 1990s, a tendency
that continued in the early 2000s (except for SSA). The decline indicates either more
restrained expansion of domestic credit (public and/or private) or the need to retain
larger levels of international reserves as a cushion against lack of confidence in the
domestic currency (with the corresponding costs of maintaining such liquidity with
low financial returns). Another impact of that accumulation of reserves is that, because
they have been invested in dollar instruments (or the equivalent for other industrialized
countries), interest rates in the United States (and other developed countries) have been
kept lower than would have otherwise been the case, fueling the overinvestment cycle
and global imbalances that are being unwound in the late 2000s. Paradoxically, this
financial prudence on the part of developing countries (which tried to insure them-
selves by increasing reserves) has contributed to global imbalances that are at the core
of the late 2000s world financial crisis.

4.3.3 Dollarization

While governments were trying to insure the economies from currency crises by accu-
mulating larger reserves of hard currency to back up domestic circulation of local cur-
rency, economic agents, particularly in those countries with a history of inflation and
currency crises, have been adopting at different speeds the direct use of foreign cur-
rency in many daily transactions and using their own money less. In some instances,
countries have abandoned their own currencies, such as Panama and, more recently,
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Ecuador and El Salvador, without becoming members of a monetary union, as is the
case of the European Union system. Leaving aside the issue of monetary unions, here
we focus on a trend in monetary, financial, and fiscal conditions particularly since the
1980s that has been called dollarization.®> This term covers different definitions, from
countries that, as mentioned, have unilaterally abandoned their own currencies to dif-
ferent degrees of currency substitution, domestic asset and liability dollarization, and
external indebtedness in dollars.

In general, in several developing countries, mostly but not only within the “urba-
nized” group, an important percentage of both deposits and loans in the banking sys-
tem are denominated in dollars. Although this seemingly takes care of the currency
mismatch from the point of view of the banks, that problem is not significantly
resolved if debtors have their incomes in domestic currency and would be forced to
default in case of a large adjustment in the exchange rate. In turn, banks might not have
enough foreign exchange reserves (neither the domestic economic authorities) to
finance large withdrawals of foreign currency deposits from economic agents that see
the deterioration of the banks’ asset side and want out. Also, governments and private
sectors that are increasingly indebted abroad and for which their tax receipts and sales,
respectively, are denominated in local currency will also be affected by large devalua-
tions. For a government with dollarized public debt, the devaluation would result in
a fiscal crisis as well, through different channels: First, the increase in pesos of the pay-
ments of the public debt is not matched by tax receipts that remain in pesos; second,
the likely banking crisis may require intervention by the public sector with public
funds; and third, the recession caused by the banking crisis would reduce tax receipts.
In summary, dollarization creates a strong constituency for exchange rate stability.

Although the reasons for dollarization appeared linked originally to high inflation in
those countries, the phenomenon has persisted and even intensified, even when infla-
tion declined, leading to the consideration of other causes such as volatility of domestic
inflation vis-a-vis volatility of the real exchange rate, possibly linked to lack of a credi-
ble monetary policy and imperfections in financial markets and regulations that offered
implicit advantages to holdings of dollars (such as the perceived implicit guarantee of
government intervention to bail out banks in case of a large devaluation). Whatever
the reasons, dollarization under different definitions appeared to increase in several
developing countries up to the early 2000s. Reinhart and Roggoff (2003) utilize mul-
tivariate criteria to identify various types of dollarization, depending on whether the
phenomenon affects assets and liabilities domestically or externally, and whether the
private sector participation in the dollarization process is significant. Under three indi-
cators (foreign currency deposits over total deposits, external debt as percentage of
GDP, and private sector participation in that debt; see Table 16), dollarization has gone
up in all regions, but it is clearly more advanced in LAC, particularly the Southern
Cone, and in the Transition Economies. These measures, however, do not include,
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Table 16 Dollarization by region, 1980-2001

1980- Foreign Share of 1988- Foreign Share of 1996 Foreign Share of
1985 Currency Total Private 1993 Currency  Total Private 2001 Currency  Total Private
# of Deposits  External  Debt in # of Deposits External Debt in # of Deposits External Debt in
Countries  to Broad Debt to  Total Countries  to Broad Debt to  Total Countries  to Broad Debt to  Total
Money GDP (%) External Money GDP (%) External Money GDP (%) External
(%) Debt (%) (%) Debt (%) (%) Debt (%)
Africa 43 0 67 3 46 2 114 2 48 7 126 3
Emerging 23 3 53 8 26 8 88 7 26 11 91 13
Asia
Middle East 13 11 38 4 14 20 66 11 14 21 60 19
Transition 0 0 33 0 22 17 37 3 26 29 50 19
Economies
Western 29 5 60 10 29 13 106 4 29 23 62 11
Hemisphere
of which
South 11 10 58 20 11 23 61 8 11 35 47 27
America
Total 108 137 143

Source: Reinhart, Rogoft, and Savastano, Addicted to Dollars. Working Paper 10015, NBER Working Paper Series. National Bureau of Economic Research.
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for lack of reliable data, in-country cash holdings of foreign currency and offshore
deposits, which may be important for the Middle East (cash holdings) and for Africa
(offshore accounts). It should also be noted that dollarization appears to have declined
somewhat after peaking in the early 2000s in several developing regions, such as LAC.
It is still too early to determine whether this is sustained reversal in the previous upward
trend in dollarization.

The main policy issues are (1) whether dollarization could be limiting the possibility
of adequate policy responses using monetary, financial, fiscal, and exchange rate instru-
ments and, related to that, (2) whether the rigidities imposed by dollarization could
lead to more frequent and/or deeper economic crises. The key conclusions from recent
empirical studies are that monetary policy in dollarized economies may be affected by a
more unstable demand; also, those economies show lower and more volatile growth,
and dollarization appears to have heightened the possibility of banking crises (Levy
Yeyati, 2005). De Nicolo et al. (2003) also find that dollarization affects negatively
solvency and liquidity indicators of the banking system.

On the other hand, dollarization may have helped to increase financial deepening in
high-inflation economies (i.e., it would have been very difficult in those countries to
expand the domestic banking system without allowing dollar deposits). But the cost
seems to have been a greater likelihood of financial crises.

However, this changed monetary context is not equally present in all developing
countries: Large countries such as India and China maintain controls on the current
and capital accounts of the balance of payments and do not show important levels of
dollarization. Asia in general, which historically has experienced lower inflation rates,
is less dollarized than LAC or SSA. In addition, Latin American countries also have
very open current and capital accounts. Therefore, the possibility of resorting to direct
agricultural credit financed by money creation is very different among those countries.

4.3.4 Inflation targeting

Another recent development in monetary policies in developing countries (basically of
the “urbanized” group) has been “inflation targeting” (IT). The factors affecting inflation
can also be presented using the following equation (see, for instance, Fortin, 2003):

[ =a+bl*(Lg)l(—1) + b2*Iexp + b3*(Lg)X + b4*(Lg)Z + e (6)

where current inflation (I) depends on five components: I(—1) lagged inflation, a back-
ward-looking variable (with Lg indicating the number of lags); Iexp, expected infla-
tion, a forward-looking variable; X a measure of excess demand, such as the output
gap, unemployment, or capacity utilization; Z indicates different shocks, such as
changes in world prices for food or oil; a is the intercept; b1, b2, b3, and b4 are the
coefficients of the equation; and e is an error term.
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First, policies may try to avoid the setting in of inflationary inertia (the backward
component, bl * (Lg) I (—1)). Second, there may be policies aimed at managing expec-
tations (the forward component, b2*Iexp). Third, there are different policies (fiscal,
monetary, and others) that try to align aggregate demand and potential output (one
of the aspects of the output gap present in b3 * (Lg)X). Fourth, other measures may
focus on the expansion of potential output (another part of the output gap considered
in b3 * (Lg)X) by increasing investments in physical capital, human capital, infrastruc-
ture, and technology. Fifth, all this has to take into account different exogenous shocks,
such as sudden increases in food and oil prices (b4 * (Lg)Z).

Several industrialized countries began in the early 19905

to adopt inflation targeting
as a monetary framework for their central banks. This approach has focused mostly on b2
* Jexp and b3 * (Lg)X, and it was based on the notion that the central banks should
announce numerical inflation targets (usually a relatively narrow band in single digits over
some horizon). These targets would be pursued in the medium term through transparent
interest rate policy: Central banks are supposed to increase (decrease) interest rates when
the actual or, more likely, forecast inflation is above (below) the announced range. In the
process, central banks should maintain clear communication of forecasts and intentions
with the public. Although central banks would have some flexibility to reach targets
when facing unexpected shocks, they would be held accountable for those results, which
also required that they were granted the independence to follow the policies they saw as
conducive to reaching the announced inflation target. Bernanke and Woodford (2004,
p 10) argued that “inflation targeting offers a number of the basic elements of a successtul
monetary policy framework, including a clearly defined nominal anchor, a coherent
approach to decision making, the flexibility to respond to unanticipated shocks, and a
strategy for communicating with the public and financial markets. However, as in any
other framework, making good policy requires sensitivity to the specific economic and
institutional environment in which policymakers find themselves, as well as the technical
capability to modify and adapt the framework as needed.”

In the case of developing countries, they seem to have stronger inertia in inflation
(b1*(Lg)I(-1)), and the size of the exogenous shocks (b4*(Lg)Z) is usually larger than
in industrialized countries. Until the IT approach, the main alternatives to control
inflation in developing countries have been (1) the utilization of the exchange rate in
fixed, preannounced, or heavily managed pegs and (2) the implementation of targets
for some of the main money supply aggregates. Various middle-income countries suf-
fered important economic, banking, and debt crises in the 1980s and 1990s after using
exchange rate-based stabilization schemes (see overview in Calvo and Vegh, 1999.).
On the other hand, the approach based on targeting money supply has been criticized
because, given the variability in money demand and in the money and credit multi-
pliers, it is not clear that controlling those monetary aggregates would control inflation
(Batini and Laxton, 2006).
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Therefore, toward the end of the 1990s or early 2000s, several middle- to higher-
income developing countries began to adopt I'T schemes, in several cases after collapses
of exchange-based stabilization approaches. The international financial institutions also
began to promote the IT framework as “best practice” for developing countries. The
policy recipe has been to establish an IT regime for the central banks and let the
exchange rate float, discouraging the use of heavy intervention in currencies markets,
common in the past and that many saw as the main culprit in the 1980s and 1990s eco-
nomic crises. By 2005, 21 industrial and developing countries had adopted full-fledged
inflation targeting67 (Batini and Laxton, 2006; Mishkin and Schmidt-Hebbel, 2007).

There are diverse views regarding whether the IT approach helps maintain an
adequate macroeconomic performance, considering not only inflation but also other
variables such as growth and employment, both levels and volatility (Bernanke and
Woodford, 2004). This debate, which is part of the more general topic of optimal
monetary policies (see, for instance, Woodford, 2003 and 2006), includes comparisons
with the other possible approaches, including targeting the exchange rate, different
monetary aggregates, or some other variables (such as wages; see Blanchard, 2003).

On the positive side, it has been argued that I'T anchors expectations faster, in part
because it focuses directly on the variable of interest (i.e., inflation) rather than using
intermediate variables (i.e., the exchange rate or monetary aggregates)® and that allows
greater flexibility in adjusting to circumstances. Defenders also argue that inflation tar-
geting involves a lower economic cost if a policy failure occurs, particularly compared
with exchange rate approaches (Batini and Laxton, 2006).

On the negative side, others believe that IT would lead to worsening performance
in other macroeconomic objectives, such as growth or employment (Blanchard, 2003;
Michael Kumbhof, 2001). In addition, external vulnerability in the face of volatile capi-
tal flows may well depend on how flexible (or state-contingent) is the target and the
price index targeted (see Caballero and Krishnamurthy, 2004). More generally, Calvo
(2006) argues that it is inappropriate to discuss I'T without considering the two distin-
guishing characteristics of emerging markets (i.e., middle- to higher-income develop-
ing, incipiently integrated in world financial markets), namely, the possibility of
“sudden stops” in capital flows and the extensive presence of domestic debt denomi-
nated in foreign exchange (“domestic liability dollarization”). Calvo argues that interest
rates for I'T may be weak instruments in those countries, especially during periods of
high volatility, when it might be advisable to switch temporarily to more robust instru-
ments (such as an exchange rate peg), which could require important levels of reserves
in the central bank. In Calvo (2008) it is further argued that not only in crises but also
in tranquil times, if credibility is limited, IT can lead to problems not unlike those of
exchange rate pegs and other stabilization schemes. He shows in a theoretical model
that, while exchange rate stabilization programs under imperfect credibility lead to
overheating (i.e. higher growth than what can be sustained) and current account

3125



3126

Eugenio Diaz-Bonilla and Sherman Robinson

deficits, under IT, using the interest rate, the result is underutilization of capacity
(i.e. lower growth than possible) and current account surplus. Both approaches, how-
ever, appear to lead to real currency appreciation, at least during the initial stages of the
noncredible stabilization experiment. When the experiment ends, endogenously or
because of external shocks, the strong adjustment in the exchange rate under I'T may
be as damaging as under full-fledged exchange rate stabilization schemes.

In consequence, Calvo concludes that because nominal anchors are seriously
challenged in economies suffering from imperfect credibility due to domestic factors
(such as persistent fiscal deficits) or external shocks (for instance, sudden stops in capital
flows or sharp terms-of-trade deterioration), usually governments have had to resort to
additional schemes to help whatever nominal anchors they were utilizing.

What is the empirical evidence on I'T? Most of the evaluations have been related to
the experience of industrialized countries. An exception is Batini and Laxton (2006).
The authors look at 13 emerging market inflation targeters and compare them against
the remaining 22 emerging market countries that are in the JP Morgan Emerging
Markets Bond Index, plus seven additional countries that are classified similarly.®’
These two groups have different behavior pre- and post- the dates utilized as a cut-
off for the analysis (see Table 17).

Inflation targeters before IT had lower growth with larger variability, and larger
inflation but with lower variability, than not targeters. After IT they still had lower
growth (by more than 100 bps) with larger variability, but now inflation and its vola-
tility were lower. Although this is simply descriptive, Battini and Laxton use more for-
mal methods to compare the performance of inflation targeters before and after

Table 17 Comparison of performance of targeters and nontargeters

Average Median Difference
Pre- Post- Pre- Post- Average Median
Inflation targeters
Growth 3.3 3.5 2.8 3.5 0.3 0.8
Volatility 1.9 1.1 1.8 1.2 —0.8 —0.6
Inflation 15.8 4.2 15.1 3.8 -11.6 -11.3
Volatility 2.5 1.1 1.9 1.0 v1.5 -1.0
Not inflation targeters
Growth 4.7 4.6 4.2 4.6 —0.1 0.3
Volatility 1.6 0.9 1.2 0.7 -0.7 -0.5
Inflation 13.2 6.2 11.4 3.9 -7.1 7.5
Volatility 3.2 1.7 2.7 1.0 -1.5 -1.7

Source: IMF (2005).
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adopting inflation targeting relative to the performance of nontargeters, using as a base-
line for the “break date” for nontargeters the average adoption date for inflation targe-
ters (4Q1999; they experiment with other partitions). Although all countries reduced
inflation, they find a comparatively larger decline in inflation and volatility of inflation
in targeters compared to nontargeters. They do not report growth in levels, only the
volatility, concluding that the improvements in inflation have not been achieved at
the cost of destabilizing output. They also argue that economic performance along
other dimensions such as inflationary expectations and volatility of interest rates, of
exchange rates, and of international reserves has been favorable. The authors also study
whether successful adoption of IT regimes requires a demanding set of institutional,
technical, and economic preconditions and conclude that it does not seem the case.

However, they caution that the time elapsed since these countries adopted inflation
targeting, and therefore the sample for their econometric analysis, is short. In fact, it
ends before the spreading global crisis of the late 2000s, which will be the real test
for I'T or any approach to stabilizing developing economies. In particular, given that
many targeters saw important appreciations in their exchange rates, it remains to be
seen whether the sudden stop in capitals and the needed adjustments in RER would
trigger problems not substantially different in economic costs to those experienced in
the previous round of crises of the late 1990s and early 2000s.

4.3.5 Monetary and financial issues linked to agriculture
What are some of the possible implications of the trends and policies discussed previ-
ously for the agricultural sector? For those countries with open capital accounts and
dollarization (mostly in the “urbanized” category), the different monetary conditions
changed the possibilities for resorting to the traditional approach of directed credit.
As mentioned, one of the characteristics of the “developmental state” in many devel-
oping countries until the market liberalization reforms starting in the late 1970s and
going through the 1980s and 1990s was the granting of preferential loans through sec-
torally specialized institutions (industrial as well as agricultural and rural banks). For
instance, in Brazil during the second half of the 1970s, agricultural credit represented
about 100% of agricultural GDP, with interest subsidies that in some years amounted
to some 5% of the GDP (World Bank, 1986). The expansion of credit was commonly
financed through rediscounts from the central bank or similar institutions. In the
context of closed capital accounts, the creation of excess liquidity through agricultural
subsidies added to inflationary pressures and/or fueled trade deficits, but the countries
retained some level of independence in the conduct of their monetary policies. With
open capital accounts, on the other hand, excess liquidity would lead to currency
substitution, exchange rate and banking crises, and increased dollarization.

In any case, the approach in many developing countries of directed credit to agri-
culture, subsidizing interest rates and the use of certain inputs (such as fertilizers)
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through public banks and public agencies, began to find limits because of problems in
the operation of those intermediaries, even before the changes in overall monetary
conditions mentioned before could generate additional constraints. The review by
Adams et al. (1984) argued that directed agricultural credit programs undermined the
banking system through low collection rates or unsustainable subsidies, did not allow
for proper mobilization of rural savings, benefited mostly large farmers, did not ensure
that funds were not diverted to other uses, and did not have a clear impact on a sus-
tained expansion of new agricultural technologies.

Consequently, interest in agricultural credit programs declined among multilateral
financial institutions: For instance, the volume of agricultural lending by the World
Bank in the 1990s declined to only one third the level of 10 years earlier (FAO/
GTZ, 1998). But also the IMF, World Bank, and other international organizations,
as part of the structural adjustment and stabilization programs of the mid-1980s and
1990s, supported financial sector reforms, including the elimination or scaling down
of the public sector agricultural agencies and agricultural banks and parastatal compa-
nies that, among other things, provided credit to farmers in African countries (FAO/
GTZ, 1998; Kherallah et al., 2003). De Janvry, Key, and Sadoulet (1997) also show
reforms in LAC that led to restructuring or closing of agricultural financial institutions
and/or upward adjustment in interest rates charged in Colombia (Caja Agraria), Ecua-
dor (Banco Nacional de Fomento), Haiti (BNDAI), Mexico (Banrural), Nicaragua
(Banco Nacional de Desarrollo), and Peru (Agrarian Bank, BAP).”

Those developments in the agricultural financial systems could have led to declines
in agricultural credit through this channel, even without factoring the changes in mon-
etary conditions discussed. Table 18 (from Wenner and Proenza, 1999) shows that the
unweighted average ratio of agricultural credit over total credit and as a percentage of
agricultural GDP for a number of LAC countries has declined, with potential negative
impact on agricultural supply (see, for instance, Reca, 1969 and 1980, for an econo-
metric analysis of agricultural supply with credit as an input to production).

Another study suggests that there were declines in the supply of rural credit in
China in the second part of the 1990s, with negative consequences for nonfarm rural
enterprises (Enjiang Cheng and Zhong Xu, 2004). However, in regions such as East
Asia, where monetization and total credit as percentage of the GDP have increased sig-
nificantly more than in LAC (see Table 14), it should be expected that agriculture has
received more lending as well.

Another development has been the increase in real interest rates (Table 19 for a
sample of countries in each region) in the 1990s, particularly in SSA and LAC, where
real rates appear very high.”' Patrick Honohan (2000) found that as financial liberaliza-
tion progressed, the general level of real interest rates increased more in developing
countries than it did in industrial countries, and volatility of interest rates also increased
in most liberalizing countries. In developed countries it has been recognized that



Table 18

Macroeconomics, Macrosectoral Policies, and Agriculture in Developing Countries

1984-1986 Agricultural Credit Indicators in LAC

Agricultural Credit

Agricultural Credit
(% GDP

(% Tota) Agropecuario)

1984- 1990- 1994- 1984- 1990- 1994-

1986 1992 1996 1986 1992 1996
Bolivia NA 18.8 12.2 NA 36 40.4
Brazil NA 11.3 10.7 NA 60.5 40.5
Costa Rica NA 23.4 20 NA 20.9 18.9
El Salvador 1.1 18 12.1 21.4 42.9 28.4
Guatemala 17.2 14.2 10.2 42.6 19.8 28.5
Honduras 26.5 22.9 17.9 45.7 36.6 23.1
Jamaica 15.1 9.2 5.3 66.1 31.5 14.2
Mexico 15.3 9.5 7.7 47.2 37 53.8
Pert 27 NA 5.6 28.9 NA 8.3
Dominican 12.7 13.8 10.8 19.4 15.5 18.4
Rep.
Unweighted 17.8 15.7 11.3 38.8 33.4 27.5
average

Source: Wenner and Proenza (1999).
Table 19 Real interest rate, 1970s-2000s (%)
1970s 1980s 1990s 2000s

East Asia and Pacific 2.3 4.4 5.8 5.4
Latin America and Caribbean NA 5.2 8.5 10.4
South Asia 5.0 3.6 6.4 7.1
Sub-Saharan Africa -0.7 4.8 9.7 12.5
Low and middle income 1.2 4.2 7.4 9.5

Note: Median across sample of countries in each region.

Source: WDI (2004).
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interest rates affect agriculture, which tends to be more capital intensive than other sec-
tors in the economy (Thompson, 1988). However, the literature on the links between
interest rates and agriculture in developing countries tends to be far more limited. In
general it focuses on the need to have interest rates high enough to ensure the viability
of rural financial institutions, helping mobilize local savings and allocating credit to the
more efficient uses (Adams, Graham, and von Pischke, 1984). Desai and Mellor (1993)
argued that, although for a financial institution to remain viable interest rates must
cover transaction costs and keep up with inflation, if the interest rate is too high farmers
will borrow less, which will reduce the use of fertilizers and other inputs and adversely
affect agricultural productivity. They also made the case that in developing countries,
accessibility, liquidity, and safety affect rural borrowing, savings, and deposits more
than the interest rate and that a high geographical coverage of local offices of financial
institutions is critical.

Changes in monetary and financial conditions open a series of questions regarding
the conditions for agricultural institutions and agricultural credit going forward. The
past approach of financing agriculture by resorting to generous rediscounts from the
central bank to be channeled through specialized institutions seems restricted by both
the general monetary conditions in countries with open capital accounts and the fail-
ures of those intermediaries in the past. On the other hand, the decline in inflation
and increased monetization or financial deepening of the economies, as in East Asia,
can lead to increases in agricultural credit as part of the general expansion in private
credit. However, if prevalent market conditions discriminate against agricultural credit
or some type of farmers due to risk conditions or other reasons, specialized institutions
could be required. But they will need better management and incentives than in the
past and must be framed within a sustainable monetary program that does not lead to
inflation or exchange rate crises.

At the same time, increased financial globalization appears to have been accompa-
nied by higher interest rates and an increased likelihood of bank crises, at least in the
“urbanized” type of countries. But it could have also led to lower and less volatile infla-
tion, and the exchange rate regimes in many developing countries might have moved
away (with the exception of the “dollarizers”) from rigid pegs.

With regard to those countries following IT regimes, there have not been specific
analyses of those approaches on agricultural performance, although there have been
some theoretical arguments about the possible negative impact on agriculture (and,
in general, commodity-producing sectors or sectors with greater price flexibility) of
trying to force down inflation as measured by a general price index, which would also
include goods and services with prices that are sticky, at least in the short run. Also, the
issue of the appreciation of the exchange rate in (potentially noncredible) IT frame-
works may have affected tradable agricultural products. More generally, given the
recent decline in inflation in developing countries, the current debate should also
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include the potential impact on growth and employment of domestic anti-inflationary
policies. The question is whether the domestic macroeconomic policies used to reduce
inflation are simultaneously slowing growth and increasing unemployment in a way
that could more than compensate for the positive impact of lower inflation on
agriculture.

Therefore, monetary policies in developing countries not only have to consider the
usual objectives of lower inflation and maintaining growth but might have to include
considerations about the exchange rate, the level of official reserves, and the possibility
of banking crises, with a variety of impacts on the agricultural sector of developing
countries, depending on the specific configuration of the various factors, including
the structural aspects discussed in Section 2.

4.4 Exchange rate policies

The exchange rate is one of the most important macroprices. The level and changes
(both actual and expected) of the exchange rate have wide influence through the econ-
omy, affecting and being affected by the demand and supply of tradable and nontrad-
able products, the demand and supply of money and monetary assets denominated in
local currency in comparison with assets denominated in other currencies, the inflow
or outflow of capital, and the public budget, among other things. The importance of
the real exchange rate and exchange rate policies to the performance of the agricultural
sector, particularly the tradable sectors, in both developed and developing countries has
been long recognized (Schuh, 1974; Orden, 1986; Balassa, 1988, Krueger, Schift, and
Valdés, 1988; Bautista and Valdés, 1993).

4.4.1 Background
Nominal rates Except where indicated otherwise, nominal exchange rates (ER) are
defined in units of domestic currency per unit of foreign currency (usually the U.S.
dollar). Appreciation (depreciation) of a currency means that the amount of that
currency paid for one unit of foreign currency decreases (increases). A strong (weak)
currency is one that has appreciated (depreciated) vis-a-vis others.

The effective exchange rate (EER1) for a product is the nominal rate corrected by
taxes or subsidies that may correspond to that product:

EER1 = ER*(1 + subsidy rate); or EER1 = ER*(1 — tax rate)

Also, the concept of effective nominal exchange rate is used in general—not for a spe-
cific product—to highlight the fact that a country has different exchange rates with dif-
ferent currencies; for example, x pesos per dollar, y pesos per euro, z pesos per yen, and
so on. The effective rate (EER?2) in this context would be an average of all those rates
weighed by the percentage of international trade of a country in each one of those cur-
rency areas. It is usually calculated as a geometric average, as follows:

3131



3132

Eugenio Diaz-Bonilla and Sherman Robinson

EER2 = IT(ER;)"from j to n; » o = 1

where ER; is the bilateral nominal exchange rate with country j, and oj is an appropri-

ate country weight (usually based on trade variables).””

Real exchange rates A more important concept is the real exchange rate (RER),
which is also used in two main conceptual ways. The first one, in the case of a single
partner country, is the bilateral nominal exchange rate of the home country with the
foreign country corrected by an index of domestic prices and another index of prices
in the partner country:

RER1 = ER*PI/PD

where PI is the price index of the partner country and PD is the local price index.”” It
can be generalized, as in the nominal effective exchange rate (EER?2), by calculating a
geometrical average of bilateral real exchange rates, weighted as before.

Another definition of real exchange rate is the price of tradable products divided by
the price of nontradable ones:

RER2 = Pt/Pnt

In both definitions, when the nominal amount of local currency paid per foreign cur-
rency unit decreases (increases), this ratio also declines (increases), at least initially, and
it is usually said that the RER has appreciated (depreciated).”*

The relationship between RER 1 and RER?2 can be seen by taking logs of the first
equation (indicated by lowercase letters) and defining, also in logs, the price indices
for both the domestic and the partner country as a function of the prices of their
own tradable and nontradable goods and services (PIt and PInt for the partner coun-
try and PDt and PDnt for the home country; see, for instance, Edwards, 1989, and
Chinn, 2005):

rerl =er + pi — pd
pi = Prpint + (1 — B)*pit
pd = &*pdnt + (1 — 8)*pdt

that can be rearranged as:
rerl = (er 4 pit — pdt) — 8*(pdnt — pdt) + B*(pint — pit)

Then the first version of the real exchange rate (RER1) can be expressed as the sum
of three components (Chinn, 2005): (1) the relative price of tradables, a form of the
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terms of trade in domestic currency; (2) the inverse of RER2 for the home country,
weighted by the share of nontradables in the domestic price index; and (3), similarly,
the inverse of the RER?2 for the foreign country, weighted by the share of nontradables
in the price index of the partner country. Assuming that the “law of one price” for
tradables applies, the first parenthesis is zero. But if the tradables produced by the home
country and the foreign country are not perfectly substitutable, the first parenthesis is
another channel influencing RER 1.

To understand the implications for agriculture, it is useful to disaggregate the second
definition (RER?2) in the tradable and nontradable components. The price of the trad-
ables as a whole is an aggregate index of difterent prices (Pxa and Pma, prices of exports
and imports of agricultural products, respectively; Pxna and Pmna, prices of exports and
imports of nonagricultural products, respectively); and the price of nontradables is an
index that includes Pnta and Pntna, the prices of nontradables from the agricultural
and nonagricultural sectors. Defining RER?2 as functions of the respective prices, we get:

Pt = f(Pxa, Pma, Pxna, Pmna) y Pnt = g (Pnta, Pntna)
Then the real exchange rate is equal to:

RER = Pt/Pnt = f(Pxa, Pma, Pxna, Pmna)/g(Pnta, Pntna)

f[Pwxa*ER*(1 + txa), Pwma*ER*(1 4 tma), Pwxna*ER*(1 + txna), Pwmna*ER *(1 + tmna)]
g{h1[Qnta(...),Dnta(...)],h2[Qntna(...), Dntna(...)]}

which indicates that the index of the price of tradables is a function (f) of world prices,
the nominal exchange rate, and taxes on (subsidies to) exports and imports; and the
index of nontradable products depend on Pnta and Pntna, which in turn are functions
(h1 and h2, respectively) of the internal supply and demand Qnta(...), Dnta(...),
Qntna(. . .), and Dntna(. . .).75

Several aspects must be noted. First, although the government could manage the nomi-
nal exchange rate ER (particularly with a closed capital account), the real exchange rate is an
endogenous variable that depends on how the whole economy adapts to macroeconomic
changes and, in particular, on how supplies and demands of the nontradable goods adjust.
If the government devalues the domestic currency, the real exchange rate is going to turn
more favorable to the tradables only if the impact of the devaluation on the supply
and demand of nontradables is such that the change in the prices of those goods (and the
index g) is smaller than the increase in the prices of the tradables (reflected in the index f).

Second, looking at the impact of macroeconomic measures on the agricultural sec-
tor, it is clear that the concept of the real exchange rate RER (Pt/Pnt) is different from
the domestic terms of trade between the agricultural and nonagricultural sectors that

could be defined as
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Pa/Pna = u(Pxa, Pma, Pnta) /v(Pxna, Pmna, Pntna),

where u and v are functions that generate agricultural and nonagricultural price indexes.
Therefore, improvements on the RER do not translate one to one to improvements of
the relative profitability of the agricultural sector. Furthermore (as discussed in Section 1),
changes in the real exchange rate or in the internal terms of trade between agriculture
and nonagriculture are only proxy indicators of the possible profitability of the agricul-
tural sector in relation to other sectors; it is also necessary to analyze how different mac-
roeconomic variables affect the costs of the sector, the availability of inputs, the levels of
activity and demand, and the productive response of the agricultural sector.

Third, a real devaluation—that is, a nominal devaluation not negated by compen-
satory increases of the prices of the nontradables—favors not only exports but also
activities that substitute imports, which can be of agricultural origin, but also from
other sectors such as industry. In this sense, the dichotomy agriculture versus industry,
sometimes interpreted simply as the discrimination against exportable agricultural pro-
ducts (aftected by taxes) and the support of the industrial activities that substitute
imports (benefited with protective tariffs), although valid in some countries, must be
subject to important caveats, since there are agricultural activities that substitute imports
and are protected by tariffs (and other restrictions to international trade; see Section 4.5
on trade policies), and the industrial sector could have activities that are important net
exporters.

Finally, the definitions show that the RER depends on world prices and trade and
exchange rate policies but also on any other macroeconomic or sectoral policy that
affects supply and demand of tradables and nontradables.

In consequence, for all the reasons indicated, the effect of changes in the nominal
exchange rate will also depend on the whole implemented economic program and
the general equilibrium rebalancing of the entire economy.

Financial aspects So far we have talked about ER as a policy variable that the gov-
ernment controls, affecting the real side of the economy. But in the monetary section we
mentioned the “impossible trinity” that links monetary aspects, capital flows, and the
exchange rate. This principle says that if a government has decided to eliminate restric-
tions in current and capital account financial transactions (first policy choice), it can have
only one independent policy decision between the level of the exchange rate (second
policy choice) and a separate monetary policy (third policy choice) at the same time.
This can be seen with the following (simplified)’® arbitrage condition for capital flows

under perfect mobility of capital when there are no restrictions in the capital account:

INTd = INTw + Expected devaluation (in percentage terms)
+ Country risk (in percentage terms)
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where INTd is the domestic interest rate for the time period considered in domestic cur-
rency financial instruments; INTw is the world interest rate in financial instruments in
foreign currency; devaluation at t + 1 expected at f in percentages is (ER. 4 — ER) /
ER;; and the country risk is also expressed in percentage terms.

If we assume the country is small in financial markets, INTw is exogenous; ER is
predetermined (already known at f); country risk is also exogenously given at .’
Therefore economic authorities cannot independently define INTd and ER . Capital
will flow in (out) depending on whether INTd is greater (smaller) than the right side of
the equation, forcing adjustments in INTd and the exchange rate.

More generally, the exchange rate will play a role in both the current account
(mostly but not only on the trade balance) and the capital account, affecting the
net foreign position of the country as a creditor or a debtor (i.e., that country’s exter-
nal assets minus external liabilities). This has led to the so-called external sustainability
approach to the determination of exchange rates (IMF, 2006; Isard, 2007). In its
simplest way, this approach merely looks at the net foreign liabilities (NFL) position
considered appropriate (measured as a ratio to the GDP) and calculates the current
account balance that would stabilize the NFL position of the country at that level,
using the formula:

(CA/GDP) = {(INT — Growth rate)/(1 + Growth rate) }*(NFL/GDP)

where CA/GDP is the current account as ratio to the GDP, and INT is the nominal
interest on the NFL. The formula includes the expected medium-term growth rate
of the economy and the desired ratio of NFL to GDP.

Given some projected and/or desired values for the variables in the right side of
the equation, the level of CA/GDP needed to stabilize NFL/GDP at the benchmark
(desired) value is determined. The estimated value of the CA is compared with the
current value of the CA, and the devaluation/revaluation of the domestic currency
required to move from the current value to the sustainable CA can be calculated.

A related analysis is called the macroeconomic balance approach (IMF, 2006), which
calculates the difference between the current account balance projected over the
medium term at existing exchange rates and an econometrically estimated equilib-
rium current account balance. As before, the exchange rate adjustment that
would move the existing CA to the equilibrium CA over the medium term can be
estimated from econometrically estimated responses of the trade balance to the real
exchange rate.

Equilibrium exchange rates As suggested in the previous paragraphs, the ER is a
variable that affects the way that all four macroeconomic identities are fulfilled in its
real and nominal aspects. Even with strict controls on capital and current accounts,
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which could allow the government to use the ER as a policy instrument, the value
determined by the economic authorities may generate imbalances in one or several
of the macro accounts. Therefore, the ER defined as policy instrument could be differ-
ent from the equilibrium exchange rate, which is the one that balances the real and
nominal aspects of the economy, consistent with its medium-term fundamentals and
macroeconomic stability. The equilibrium real exchange rate (ERER) has been
defined as the one that attains both internal equilibrium (meaning that nontradable
markets clear in the current period and are expected to do so in the future) and external
equilibrium (that is, when current accounts balances, now and in the future, are com-
patible with long-run sustainable capital inflows; see, for instance, Edwards, 1989;
Isard, 2007).

Empirical estimations of ERER vary significantly. Isard (2007) identifies six differ-
ent approaches that have been utilized: purchasing power parity; purchasing power
parity adjusted for productivity effects (Balassa-Samuelson); variants of the sustainability
of the current account (as discussed elsewhere in this chapter); assessments of the com-
petitiveness of the tradable goods sector; estimates based on a single equation econo-
metrically estimated of the equilibrium exchange rate; and assessments based on
general equilibrium models.

Of the six approaches identified by Isard (2007), most empirical analyses in devel-
oping countries apply the econometric estimation of a single equation, where both
fundamentals and policy variables are considered along with adjustment issues.
Box 1, from Chudik and Mongardini (2007), who analyze equilibrium exchange rates
in SSA, shows some of the main determinants in those estimations.

The real exchange rate is estimated as a function of fundamentals (such as terms of
trade, productivity), and policy variables (other variables in Box 1) that can differ from

Box 1 ERER Determinants for Developing Countries

« The external terms of trade, defined as the ratio of the price of a country’s exports
over the price of its imports. Most African countries mainly export primary com-
modities, such as oil, lumber, metals, and diamonds, and/or agricultural products
(e.g., coftee and cocoa). The price for these primary commodities is determined
in world commodity markets and subject to significant volatility affecting the
terms of trade. An improvement in the terms of trade will positively affect the
trade balance and thus lead the ERER to appreciate.

« Productivity relative to foreign trading partners, proxied by total factor productivity,
where available, or relative per capita real GDP. Developments in relative pro-
ductivity capture well-known Balassa-Samuelson eftects. Countries with higher
productivity growth in the tradables sector (where such growth tends to concen-
trate) can sustain an ERER appreciation without losing competitiveness.

Continued
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Box 1 ERER Determinants for Developing Countries—Cont'd

« Government consumption as a share of GDP relative to that of foreign trading part-
ners. An increase in government consumption biased toward nontradables creates
higher demand for nontradables (relative to the tradable sector). This greater
demand boosts the relative prices of nontradable goods, causing the equilibrium
real exchange rate to appreciate. However, if the increase in overall government
consumption is biased toward the tradable sector, an increase in spending will
cause the ERER to depreciate.

« The severity of trade restrictions, proxied by openness to trade. Openness fo trade is
defined as the sum of exports plus imports as a share of GDP. Protection of
domestically produced goods via restrictions on cross-border trade (e.g., import
tariffs and nontarift barriers) leads to higher domestic prices and thus ERER
appreciation. Consequently, lifting existing trade restrictions (proxied by an
increase in openness to trade) should cause the ERER to depreciate.

« The ratio of investments to GDP relative to that of foreign trading partners. Invest-
ments in low- and middle-income countries have high import content and thus a
direct negative impact on the trade balance. Because this variable may capture
technological progress, its overall impact on the ERER is ambiguous.

« Debt service as a share of exports. An increase in debt service payments leads the
external balance to deteriorate; thus subsequent price adjustments should restore
equilibrium. Higher debt service payments should therefore cause the ERER
to depreciate.

« Net foreign assets as a share of GDP, a proxy for the country’s net external position.
An increase in capital inflows from abroad implies higher demand for domestic
currency, thus causing the ERER to appreciate.

« Aid flows as a share of exports. Similar to debt service payments, aid flows can rep-
resent a significant fraction of GDP in low-income countries. An increase in aid
flows improves the external balance and thus causes the ERER to appreciate.

« Controls over capital flows. Similarly to tightening restrictions on the movement of
goods across borders, easing controls on capital flows could impact the ERER.
The direction of this impact depends on (1) how much the real interest rate
in the domestic economy differs with those of its foreign trading partners and
(2) the country’s risk profile.

« Fiscal and monetary policy. In Edwards’ model, both fiscal and monetary policies
affect the real exchange rate. However, it is not clear whether changes in macro-
economic policies have a long-run impact on the ERER.

From: Chudik and Mongardini (2007).

the levels that could lead to internal and external equilibrium. These equations can be
estimated individually (which, for developing countries, are usually not very robust) or
in a panel of countries (Chudik and Mongardini, 2007). There are different options
depending on how the policy variables are treated for the projection of the equilibrium
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exchange rate and how transitory and long-term effects are modeled (see Di Bella,
Lewis, and Martin, 2007, who identify five alternatives78).

‘When the actual RER does not satisfy the internal and/or external equilibrium, it
is said that there is a misalignment of the exchange rate. These problems are usually
related to the dual policy role of ER, already mentioned, as a real price in the real
exchange rate approach (see Balassa, 1977, 1985, which emphasizes the balance between
tradable and nontradable goods and the influence on production, trade, and employ-
ment) and as a financial variable in the nominal anchor approach (which highlights the
role of the exchange rate in the inflationary process and its relationship with interest
rates and capital flows; Corden, 1990). This dual role has implications for the consis-
tency of the whole economic program and for the political economy of exchange rate
adjustments.

With regard to consistency, pursuing a real exchange rate approach without a
separate monetary anchor could lead to higher inflation and create macroeconomic
problems through this channel for the expected production, trade, and employment
objectives. The nominal anchor approach, in turn, without strong fiscal and monetary
policies, could lead to appreciation of the RER and create an unsustainable trade and
current account position, forcing a devaluation, which feeds into higher inflation and
defeats the purpose of the followed approach. Many of the failed economic programs
in developing countries have revolved around this issue of the dual objectives of a sin-
gle policy variable in inconsistent economic programs.

Regarding the political economy aspects, producers of tradables generally prefer a
devalued exchange rate (depending on the import content of their products), whereas
producers of nontradables may benefit from a strong currency. However, the
expansion of assets and liabilities in dollars adds, both technically and in terms of
political economy, a new complexity to the decision to devalue the domestic cur-
rency. Debtors in domestic currency can be helped by devaluations that increase
inflation and reduce the real cost of servicing their debt, but the situation is reversed
in dollarized countries, where debtors could have their liabilities denominated in
foreign currency.

The analyses of the exchange rate and the possible impacts on the agricultural sector
up to the late 1980s have usually been done within the framework of the real exchange
rate approach, with some crucially simplifying assumptions about capital flows and the
nominal issues raised by the nominal anchor approach (see, for instance, Krueger et al.,
1988). Since then the importance of capital flows and the increase in world financial
integration, particularly in urbanized economies, require a careful consideration of real
and nominal aspects in the determination of internal and external equilibriums and
the possible impact on agriculture. Also, in agriculture-based and several transition
economies, the issues related to flows of foreign aid and/or remittances pose specific
challenges to the integration of real and nominal aspects of that analysis.
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4.4.2 Evolution of the exchange rates in developing countries

Wood (1988) analyzed the evolution of the RER in developing countries from the
1960s to the 1980s. He shows that the RER”” has been depreciating in most develop-
ing countries (except oil exporters) during that period (his data end in the mid-1980s).
He reports that the ratio of the 1980-1984 to the 1960-1964 RERs was 0.61 for low-
income developing countries (not counting India and China, which had ratios of 0.62
and 0.4, respectively) and 0.85 for middle-income, oil-importing developing countries
(Table 1 in Wood, 1988). Certainly, the oil shocks and the debt crises of the 1980s in
many developing countries forced devaluations in their RERs.®

Covering a more recent period, Cashin et al. (2002) calculate the real effective
exchange rate® for various countries during the period from January 1980 to March
2002 (see Table 20).

It shows that most countries in LAC, Asia, and Africa had devalued their currencies
and the REER had declined in value substantially by early 2000s compared to the early
1980s, when most of those regions were still benefiting from the late 1970s increases in
capital inflows and high commodity prices in world markets. REERs in LAC were on
average below the early 1980s values by 15-20%, in Asia by about 40% below, and
in Africa by between 45% and 55%. Still, by late 2001 five countries in LAC and
one in Asia showed REERs more appreciated than in the first half of the 1980s.*
However, the pattern of decline is not uniform. LAC countries adjusted down their
REERS in the second half of the 1980s, mostly after the onset of the debt crises with
the Mexican default of 1982 and due to the collapse of commodity prices after 1986.
But in the mid-1990s they started a process of appreciation that continued until the
end of the data in early 2002, although as indicated the REER never reached the levels
of the early 1980s. The average and median REER for the sample of countries in
Africa and Asia, on the other hand, had declined more or less continuously over the
period, although different countries show some appreciations during the mid-1990s.

Owverall, it is clear that at least for the countries included, the levels of the REER in
the early 2000s were below the levels of the late 1970s and the first half of the 1980s.
More recent IMF data (until 2007) but with a smaller country coverage (not shown)
suggest that the same observation is valid for the 2000s, with developing countries in
LAC, SSA, and Asia maintaining depreciated real exchange rates compared to the
1970s and 1980s and about in line with the levels of the second half of the 1990s.

4.4.3 Exchange rate regimes, policies, and outcomes

A first point to be noticed is the decline in the number of countries with dual or par-
allel foreign exchange markets, from about 30-50% of the countries in the 1970s and
1980s to about 10% of all countries (developed and developing) by the 2000s (see
Rogoft et al., 2003). This suggests the prevalence of a more orderly macroeconomic
framework and less distorted relative prices. Yet for some developing regions, such as
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Table 20 Real effective exchange rates, 1980-2001

1980-  1985- 1990- 1995-  2000- 1980-  1985-  1990-  1995- 2000-
1984 1989 1994 1999 2001 1984 1989 1994 99 2001
LAC Africa
Argentina 119.3 72.0 128.0 148.8 153.8 Burundi 1394 117.0 83.0 96.7 85.0
Bolivia 145.4  132.1 67.9 69.3 74.4 Cameroon 88.5 1059 94.1 72.5 69.7
Brazil 104.5 87.1 1129 119.0 87.1 Central 116.7  113.3 86.7 63.4 60.7
African Rep.
Chile 180.8  103.1 96.9 116.8  110.2 Cote d’Ivoire 934  101.8 98.2 77.2 74.8
Colombia 174.4 1088  91.2 1185  106.8 Ethiopia 109.7 1123 87.7 46.7 41.3
Costa Rica 1115 1034 96.6 1029 1102 Ghana 716.4 1243 75.7 73.4 52.3
Dominica 97.6  103.1 96.9 96.5  105.8 Kenya 126.6  108.1 91.9 108.8 111.1
Ecuador 184.8  110.8 89.2 101.6 93.3 Madagascar 180.9  116.7 83.3 81.9 94.4
Guatemala 1559 108.7 91.3 1124 1176 Malawi 1135 1025 97.5 77.6 73.5
Honduras 1172 1299  70.1 74.3 95.4 Mali 1232 1111 88.9 63.8 59.4
Meéxico 114.9 88.1 1119 100.1  136.1 Mauritania 1349 110.8 89.2 67.5 58.1
Paraguay 161.1  110.0  90.0 98.9 90.6 Mauritius 118.8  102.0 98.0 96.1 102.6
Peru 53.2 70.3 1297 134.6  135.1 Morocco 130.7 1025 975 1082 1117
Suriname 2185 1145 855 1292 1479 Mozambique  110.1  147.2 52.8 49.3 46.8
Uruguay 134.0 932 106.8 1440 1524 Niger 157.3  118.0 82.0 61.8 59.4
Venezuela 185.8  114.1 85.9 128.6 1838 Nigeria 238.4  149.7 50.3 77.1 55.6
Simple average 141.2  103.1  96.9 112.2 118.8 South Africa  136.3 96.7 103.3 91.1 74.2
Median 139.7 106.0  94.0 114.6 110.2 Senegal 99.5  109.9 90.1 65.4 61.2
Sudan 72.1 784  121.6 48.2 55.5
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Asia
Bangladesh 109.6

India 161.6
Indonesia 187.0
Malaysia 128.9
Pakistan 155.2

Philippines 133.4
Papua New 115.4

Guinea

Sri Lanka 108.0
Syria 105.2
Thailand 128.3
Simple average 133.3
Median 128.6

105.6
125.9
1125
108.4
112.7
104.9
104.0

101.9
142.0
102.3
112.0
107.0

94.4
74.1
87.5
91.6
87.3
95.1
96.0

98.1
58.0
97.7
88.0
93.0

97.5
65.9
721
86.9
82.6
106.0
79.5

108.7
53.5
92.5
84.5
84.7

100.0
69.7
57.7
82.1
76.4
92.4
72.1

113.3
53.5
81.4
79.9
78.9

Tanzania
Togo

Tunisia
Uganda
Zambia
Zimbabwe
Simple average
Median

203.2
123.2
135.7
321.1
147.2
153.7
163.6
130.7

145.1
107.8
106.6
137.6

97.4
120.7
113.7
110.8

54.9
92.2
93.4
62.4
102.6
79.3
86.3
89.2

74.2
77.6
95.7
67.2
110.8
71.8
77.0
74.2

84.2
74.5
94.4
66.8
117.6
1111
75.8
73.5

Source: Cashin, Cespedes, and Sahay, “Keynes, Cocoa, and Copper: In Search of Commodity Currencies,”

IMF Working Paper No. 02/223 (2002).
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Africa (excluding the Franc zone) and the Middle East, dual/parallel systems persisted
into the 1990s, with average ratios of parallel to official values of the exchange rates
of about 2 or 3 to 1. Dual/parallel regimes, which usually indicate troubled macroeco-
nomic and balance-of-payments conditions, tend to be associated with worse growth
and inflationary performance: Unified regimes appear to have about one eighth of
the annual inflationary rates and about three times the growth rates of dual/parallel
regimes (Rogoft et al., 2003). A second fact is that developing countries, as well as
industrialized countries, have been changing their exchange rate regimes away from
the fixed pegs of the 1950s and 1960s (see Reinhart and Rogoft, 2002). The collapse
of the Bretton Woods system in the first half of the 1970s meant that not only indus-
trialized countries but also a variety of developing countries moved away from hard
pegs in the second part of the 1970s and the 1980s (see Table 21).** Third, and con-
trary to the view prevalent in the 1990s that developing countries were moving to
the polar extremes, either hard pegs (including dollarization and currency boards) or
free floats (the “hollowing middle hypothesis”), the de facto classification of Reinhart
and Rogoft (2002) shows a movement toward the middle of variously managed floats.

The macroeconomic problems of the 1980s and 1990s have also led to an increase
in the “free-falling” category for some developing countries. This is a category of rap-
idly devaluating currencies, usually associated with extensive macroeconomic turmoil
reflected in very high inflation and low growth, which Reinhart and Rogoft distin-
guish from freely floating, in which the float is not linked to rapid devaluation but
can move in either direction.

An economically meaningful identification of the exchange rate regime is important
in considering whether some exchange rate arrangements are associated with better

Table 21 Developing countries in various exchange rate regimes (%), 1950s-2001

1950s 1960s 1970s 1980s 1990s 2000-2001

Peg 55.4 57.5 443 27.6 30.2 35.8
Limited flexibility 3.3 5.7 10.3 16.0 25.0 27.2
Managed float 13.1 10.2 16.7 20.9 17.1 22.0
Freely floating 0.0 0.0 0.1 1.7 2.7 5.2
Freely falling 2.4 1.4 4.7 11.3 18.8 4.3
No data 25.8 25.3 23.8 22.4 6.3 5.6
Total 100 100 100 100 100 100

Source: Reinhart and Rogoff (2002).
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economic performance. The theoretical arguments about whether fixed or flexible
regimes are more adequate for a country do not show conclusive results, depending
not only on what economic dimension is selected to define “adequate” behavior (say,
growth versus inflation) but also on the nature of possible shocks the economy faces, pro-
duction and trade structural issues, and the flexibility of other nominal variables in the
economy, among other things. In fact, Frankel (1999) has argued that there is no
exchange regime that can be considered the most adequate all the time, even for the
same country; rather, different regimes may perform best at different times of a country’s
history. Table 22 from Rogoff et al. (2003) summarizes possible effects of flexible and
fixed regimes on four economic dimensions: growth, inflation, volatility, and crises.
But, as mentioned earlier, there is an increasing number of countries with regimes
in the intermediate categories. Therefore, the assessment of economic performance
requires an empirical analysis of the whole range of regimes, acknowledging that differ-
ent classifications would yield different results. Using the “natural” classification of
Reinhart and Rogoft (2002), which is now also approximated by the IMF “de facto”
classification, Rogoff et al. analyze the impact of various exchange regimes on three
categories of countries: they distinguish developing countries between what they call

Table 22 Economic performance across exchange rate regimes

Inflation Growth Volatility Crisis

Fixed May enhance May reduce May increase Higher risk of
monetary policy transactions volatility in the  speculative
credibility and costs, raise trade  presence of attacks against
lower inflation. and growth. real shocks and  currency,
Emerging markets May also reduce  nominal especially when
are less likely to interest rates rigidities. exposed to
be able to import  and uncertainty, volatile capital
credibility. More-  also raising flows.
over, inflation investment and Susceptibility to
may be “bottled growth. banking sector
up” under weak distress.
macroeconomic
management.

Flexible The importance Higher growth ~ Real exchange Lower risk of
of “imported” due to shock rate volatility currency and
credibility absorbers and may spill over  banking crises.
declines with fewer into real
stronger distortions activity.
institutions and following real
financial sectors. shocks.
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“emerging markets” (which using the categories of agricultural countries discussed ear-
lier, would correspond mostly to “urbanized” and some “transition” countries) and the
“rest of developing countries” (basically, “agriculture-based” and “transition” countries
according to the World Bank); they also consider a third group of industrialized
countries.®* The study controls for other factors affecting the four analyzed dimensions
(growth, inflation, volatility, and crises).

The same exchange rate regimes seem to have different effects in each one of those
three different categories of countries, depending on their level of integration with pri-
vate international financial markets and the quality of the domestic institutions and
policies, particularly those related to monetary and fiscal issues and to the domestic
financial system. The nonemerging developing countries (i.e., “agriculture-based”
and “transition” countries), with less linkage to the private international financial mar-
kets due to capital controls or because of lack of interest among private investors,®
appear to have a larger incidence of fixed pegs. This seems to have helped them to
achieve lower inflation rates without resigning growth or increasing volatility and the
recurrence of crises. Those countries (whose more conspicuous cases are China and
India) did not suffer currency or banking crises, as the countries in the emerging mar-
kets category did.

Emerging markets (“urbanized” countries), in turn, appear more integrated with
private international capital markets than the other developing countries, but at the
same time they suffer from different monetary, fiscal, and financial weaknesses that,
although perhaps not different from the rest of the developing economies, when com-
bined with international financial integration yield different results in terms of the
impact of exchange rate regimes. For instance, pegs appear associated with less growth,
more inflation, and more crises than managed floats. In both types of economies freely
floating regimes appear to yield worse results in terms of inflation and growth than the
other, more fixed regimes. Only for advanced economies does floating seem to func-
tion best, due to their stronger policy and institutional settings.

To the extent that higher general growth and low inflation help agriculture, in low-
income developing countries with controlled capital accounts the exchange rate arrange-
ment that may benefit agricultural development would be a fixed peg, provided it is not
allowed to get overvalued. In the case of more advanced developing countries with
greater openness in the capital accounts and deeper integration with world financial mar-
kets, both fixed and freely floating regimes seem not to help with either growth or price
stability, and therefore agricultural development might benefit from a managed float.

4.4.4 Exchange rates and agricultural growth
The impact of the level and changes in the real exchange rate on the net trade of trad-
able goods and services has been amply documented (Balassa, 1988; Orden, 1986).%°

A different question involves the impact of the level and changes of the real exchange
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rate on the rate of growth of the economy in general and of the agricultural sector in
particular. Various studies have shown that the overvaluation of the real exchange tends
to depress economic growth in general. Even more, it appears that somewhat underva-
lued exchange rates are associated with higher growth (see for instance Dollar, 1992).
Moving from levels to changes in levels, Section 4.1 briefly mentioned the earlier
debates about whether the devaluation of the exchange rates might have, or not, “stag-
flationary” effects. However, the short-term effect must be differentiated from the
medium-term consequences.

Focusing on the agricultural sector, the usual presumption is that it is mainly trad-
able and therefore it should benefit from a more competitive real exchange rate, assum-
ing that it does not have a strong component of imports in the production function (see
Krueger et al., 1988). However, this assumption does not necessarily apply uniformly
across the whole agricultural sector in developing countries.

To motivate the following debate and as a first (and admittedly simplistic) approxi-
mation, Figure 17 shows a scatter diagram of the level of the real exchange rate and
agricultural growth by five-year averages for the countries included in Table 20.

Instead of levels, Figure 18 shows, for the same countries, agricultural growth as a
function of the devaluation of the real effective exchange rate (defined as the change
in levels in the current five-year average compared to those of the previous half
decade).

Both figures suggest that the correlation between the real exchange rate (in levels or
changes) and agricultural growth is very weak (or nonexistent). Of course, this analysis
cannot be conducted on a bivariate basis and needs to consider other factors. The
results mentioned in regard to overvaluation (undervaluation) of the exchange rate
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Figure 17 REER and agricultural growth, 1980-2002.
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leading to less (more) growth for the economy as a whole emerge only after controlling
for other influences. But the figures help motivate the following discussion that tries to
show the complexities involved.

Let’s consider the agricultural margin per unit of product:

Net margin (nominal) = Pag — Unitary costs

where Pag is the agricultural price of a specific product at the farm level and unitary
costs include both fixed and variable costs per unit of product.
In real terms, deflated by an appropriate domestic index PD:

Net margin (real) = Pag/PD — Unitary costs/PD

We can decompose Pag/PD in the following way (considering the product a tradable
one, and abstracting from commercialization margins and other costs between farm
level and world price at the border to simplify notation):

Pag/PD = (Pag/PD)*[(ER*Pagw)/(ER *Pagw)|*(PI/PI)
= [Pag/(ER *Pagw)|*[(ER *PI) /PD]*(Pagw /PI)

where [Pag / (ER*Pagw)] is the coefficient of nominal protection (if the domestic
price Pag is larger than the world price, Pagw, converted into domestic currency
through the multiplication by the nominal exchange rate ER) or of taxation (if Pag
< ER*Pagw); (ER*PI) / PD is the first definition of the real exchange rate, RER1,
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where PI is the price index of the foreign country. Finally, Pagw/PI is the world real
price of the agricultural product.

A devaluation in the RER interact with and can be even more than compensated
by adjustments in the coefficient of nominal protection/taxation; in PD (as discussed
before); and by changes in world prices (which, if the country is a significant
exporter, can be affected by the devaluation). Also, the devaluation can change
unitary costs in both nominal and real terms, including the effect of more or less pro-
duction on the average fixed costs per unit of product (for instance, if the devaluation
reduces demand, as in the “stagflationary” scenarios, fixed costs may have to be
dispersed over a smaller marketed amount, increasing the fixed unitary cost of sold
production). Finally, devaluations could affect the commercialization costs and
margins that were assumed away here.

Given the complexity of the general equilibrium effects, it is therefore not
surprising that different studies offer diverging views on the relationship between the
level and change of the RER and agricultural growth. Here only some of the literature
is discussed as we try to show a sampling of analytical approaches and different
countries.

Devaluations Jensen, Robinson, and Tarp (2002), utilizing simulation techniques
with computable general equilibrium models for a number of developing countries,
found that modifications in RERs have diverse effects on relative agricultural price
incentives, depending on specific country circumstances. In their simulations exchange
rate depreciations improve agricultural price incentives significantly in five countries
(Argentina, Brazil, Costa Rica, Malawi, and Zimbabwe), which have relatively large
agricultural trade shares, whereas the same adjustment worsens relative agricultural
price incentives in five other countries with very small agricultural trade shares, includ-
ing poorer southern African countries with underdeveloped agricultural sectors
(Mozambique, Tanzania, and Zambia) as well as Indonesia and Tunisia. For two other
countries (Morocco and Mexico), relative agricultural price incentives appear to have
been little affected. The differing relative impacts depend on relative trade shares of
agriculture versus nonagricultural sectors, the import composition of those sectors,
and relative elasticities of import demand and export supply. An exchange rate appre-
ciation (1.e., a decline in Pt/Pnt) generally leads to (1) lower internal terms-of-trade for
export goods, (2) lower protection for import-competing goods, and (3) lower input
costs for production sectors using imported inputs. In most of the countries in this
study, the combined impact of the terms-of-trade and protection channels dominated
the input cost channel. This implies that exchange rate appreciation generally worsens
relative price incentives for the most intensively traded sector, whereas exchange rate
depreciation generally improves relative price incentives for the most intensively traded
sector, which might or might not be agriculture, depending on the country. Bilginsoy
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(1997) also finds, in a two-sector model of terms-of-trade determination for Turkey,
that devaluation turns the terms of trade against the agricultural sector mainly because
of cost-push factors in the industrial sector.

Diaz-Bonilla and Schamis (2001) analyze the difterential contractive effects of deva-
luations in the case of Argentina before and after 1978, when the capital account was
open, using VAR analyses for the period 1955-1997. During the period before
1978, with the capital account closed, the government maintained a fixed exchange
regime, and the parity was adjusted from time to time through devaluations. VARs
covering 1955-1977 (the traditional period of import substitution industrialization)
show that devaluations had a small and statistically not significant negative impact on
total GDP growth, a negative impact on industrial production (for up about two or
three years), and a positive impact on agriculture. However, VARs since 1978 suggest
that the recessionary impacts of devaluations on the GDP and industry are larger
and statistically significant after 1978, also affecting the agricultural sector, which shows
statistically significant declines the first year. It appears that during the period before
1978, devaluations could be utilized to restore relative prices, and that after the initial
negative impact the economy began to grow again. But after opening the capital
account in 1978, the responses to devaluations have been deeper and longer declines
in economic activity, also affecting agriculture.

The authors discuss several reasons for the different behavior in both periods: Deva-
luations cut real wages before 1978, whereas after that year, real wages appear to have
become more rigid, limiting the positive supply-side impact that upward adjustments
of the nominal exchange rate might have had on external competitiveness. Then only
the negative impact of devaluations on GDP growth through other channels were left,
such as the increase in costs of imported intermediate inputs (affecting agricultural sup-
ply) and/or a banking crisis, leading to sharp declines in deposits and credit (which
would affect both aggregate supply and demand total and for agriculture). The conclu-
sion was that with the capital account open, devaluations, although improving the
incentives for the tradable agricultural sector (exports and import substitutes), also have
affected overall GDP growth and domestic real wages and incomes (at least in the short
run), depressing demand for agricultural goods in general but especially nontradables,
also constraining agricultural supply.

However, Figures 17 and 18 consider five-year averages, and therefore the contrac-
tionary short-term effects should be less relevant.”” Also, the paper was written before
the 20012002 crisis in Argentina, when, after several years of price stability in the
1990s and a long recession that began in 1998, Argentina’s economy appear to have
reacted the 2002 devaluation with a combination of pre- and post-1978 behaviors,
showing a deep recession that affected all sectors but also reductions in real wages
and a sharp growth rebound for all tradable activities, including agriculture (Cicowiez
et al, 2008).
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RER in levels So far we have discussed devaluations, which usually take place in a
short period of time. Other studies analyze appreciations, misalignments, and other
issues of the RER in levels, which can require more time to develop. For instance,
Homem de Melo (1999), in the case of Brazil, finds that the appreciation of the exchange
rate during the period 1989-1997, particularly during the Real Plan, decreased relative
prices received by the producers but that despite this fact, total production increased
somewhat and the reduction in the per capita production was not significant, because
other factors compensated for the negative impact of the overvaluation of the exchange
rate, such as increases in international prices of primary products during 1994-1997,
reductions in the prices of inputs used in the agricultural sector (in part related to the
appreciation of the Brazilian currency), and considerable improvements in productivity.®®
Mendoza Bellido (1994) finds, more conventionally, that Per(’s stabilization program
under the Fujimori Administration, which, among other things led to the appreciation
of the real exchange rate and declines in real wages, explain, to a great extent, the crisis
of Peruvian agriculture at that time. Lamb (2000), in a panel estimation of supply func-
tions for 14 African countries during the period 1975-1990, finds that the level of the
(log) RER (defined as PD / (ER * PI), and therefore an increase is an appreciation) is
inversely correlated with the log of total agricultural output (i.e., it is not growth but
the total quantity), after controlling for other factors such as rainfall. The coefficients,
which are statistically significant, suggest that each 1% of appreciation in the RER 1is asso-
ciated with fofal output decreases of between 0.17% and 0.29%.

Other influences The decomposition of Pag / PD has shown the influence of world
prices on farmers’ incentives and, therefore, on agricultural growth in developing
countries (see, for instance, the results for Brazil in Homem de Melo, 1999). However,
the simple scattered diagrams in Figures 17 and 18 do not consider the evolution of
world agricultural prices. We have already shown that world agricultural prices
declined significantly in real terms during the 1980s, which in several countries might
have compensated for the improvements in incentives for the agricultural sector that
devaluations in the RER generated. In fact, if only the 1990s are considered, when real
world agricultural prices settle at a lower level (see Figure 8), the link between RERS
and growth strengthens somewhat (see Figure 19).

Regional differences There are also clear differences between regions, with LAC’s
agricultural growth appearing more responsive to the level of the RER than Africa’s
or Asia’s. Taking a simple linear regression between agricultural growth and the level
of RERSs for the period 1990-2002 in each region and evaluating the respective elasti-
cities at the average of the samples give values of approximately —1.4 for LAC, —0.7 for
Africa, and —0.2 for Asia.®” It is mentioned elsewhere in this chapter that LAC shows
greater integration in world agricultural markets, whereas Asia’s agricultural ratios of
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Figure 19 REER and agricultural growth, 1990-2002.

exports and imports over production are smaller than other regions, making them less
aftected by world prices. Also, several Asian countries seem to apply other policies of
support and protection for the agricultural sector that can separate its performance from
the evolution of the RERs.

Equilibrium exchange rates and misalignments Figure 17 and estimates of agricul-
tural output against actual RERSs in levels operate as though there were “appropriate”
values for such RER that do not change across countries and over time. A different
approach is to ask what would be the equilibrium exchange rate and to evaluate the
impact of the difference with the actual ER (the degree of misalighment) on
agriculture.

An application of the concept of misalignment and its impacts on agricultural supply
is shown in Thiele (2002b). The study utilizes two measures of misalignment: first, the
ratio between the parallel market exchange rate and the official exchange rate, and sec-
ond, an estimate using pooled times-series and cross-section data for 35 SSA countries
over the period 1975-1998. Both indicators suggest reductions in misalignments over
the period (Thiele, 2002a). Those indicators are used in single-country equations
where the (log of) agricultural production is the dependent variable, and in the LHS
there are several variables, including the real domestic price of agriculture (the deflator
of value added in agriculture divided by the consumer price index), the border price of
aggregate tradable agriculture, the share of irrigated land in the total devoted to annual
and permanent crops, the coefficient of nominal protection, the actual RER and the
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measures of misalignment mentioned. If the variables are nonstationary, cointegration
equations are estimated. One or both measures of misalignment appear cointegrated
with (log of) agricultural production in Cameroon, Ghana, Kenya, Malawi, and
Tanzania. The regression for Kenya is not reported, and the sign of one of the mis-
alignment indicators (the one estimated econometrically) has the wrong sign for
Malawi (i.e., the increase in the misalignment appears to increase agricultural produc-
tion). However, the black-market premium, the other misalignment indicator for

Malawi, shows the right sign.””

Furthermore, the equations for Cameroon, Ghana,
and Tanzania show that reductions in the misalignment, in one or both definitions,
increase agricultural production. On the other hand, there are countries for which

the indicators of misalignment do not appear cointegrated with agricultural production.

“Commodity currencies” So far we have been discussing the impact of exchange rate
regimes, policy actions, and trends on the agricultural sector. A different line of inquiry
relates to the impact of world prices of commodities, which aftect the terms of trade of
developing countries, and the behavior of the real exchange rate in those countries.
During the 1980s there were some studies on the terms of trade and the real exchange
rate in Latin America (Edwards, 1989) and, more recently, on commodity-exporting
developed countries such as Australia, Canada, and New Zealand. Cashin, Cespedes,
and Sahay (2002) extended the analysis to 58 commodity-exporting countries (includ-
ing five industrial countries) for the period January 1980 to March 2002. These
countries (including the industrialized ones) depend on commodity exports for more
than 50% (and in several developing countries, particularly those in SSA, the share
exceeds 80%), and, in many cases, a single product dominates those exports. They
asked two main questions: first, whether real commodity prices and real exchange rates
move together, and second, whether the exchange regime affects a country’s ability to
cope with commodity price swings.

Cashin et al. (2002) found a stable, long-run relationship between a country’s real
exchange rate and the real price of its commodity exports (i.e., both variables were
cointegrated) in 22 of the 58 countries, with SSA countries representing half of them.
For those countries with “commodity currencies,” more than 80% of the variation in
the real exchange rate is explained, on average, by changes in real commodity prices.
The elasticity of the real exchange rates to commodity prices ranged between 0.2
and 0.4, with a median of 0.38 (i.e., a 10% drop in the real price of the exported com-
modity was associated with a 3.8% depreciation of the real exchange rate of the country
considered).

Furthermore, Cashin et al. (2002) found that for the commodity-currency countries
the variability of the real exchange rate was similar across the various nominal exchange
rate regimes (which they categorized using the Reinhart-Rogoft classification and the
IMF de jure classification). In other words, it was the nature of real shocks to the
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economy that determined the behavior of real exchange rates, not the type of nominal
exchange rate regime, whether more rigid pegs, limited flexibility or managed regimes,
or flexible floats.

Therefore, they recommend that commodity-exporting developing countries
should analyze the effects of commodity price movements on exchange rates and use
that information as a guide for the conduct of monetary and exchange rate policies.
This means considering commodity prices in both the design of inflation-targeting
arrangements and evaluating whether exchange rates have deviated excessively from
their equilibrium value.

In this last regard Frankel (2005) has gone further than acknowledging the link
between RER and commodity prices, and suggested, as normative policy, that countries
specializing in a mineral or agricultural export commodity (or commodities) should peg
their currency to the prices of that commodity (or commodities). He calls the policy
“pegging to the export price index” (PEPI), and it would target a representative basket
of export commodities for that country (which is different from a generic world com-
modity standard). That approach would provide both adjustment to trade shocks and a
nominal anchor. Frankel argues that this nominal anchor has benefits over others such
as the CPI utilized in inflation targeting. The argument is that when export prices fall,
the local currency should depreciate against the dollar, and PEPI achieves that result,
whereas CPI targeting does not. If import prices rise, Frankel argues that CPI inflation
targeting leads to a tightening of monetary policy, which would appreciate the currency.
This seems to be the wrong reaction to a deterioration of the terms of trade and most
likely would exacerbate movements in trade and output. PEPI would not lead to the
necessary devaluation, but it would avoid the counterproductive appreciation. He argues
that monetary policy should tighten when export prices go up (as PEPI would do) and
not when import prices increase (as would be the case under CPI inflation targeting).

Volatility in ER  So far we have discussed the link between levels of exchange rate and
growth. A related issue is the impact of exchange rate variability. Various studies have
shown the negative impact of exchange rate variability on production and exports in
general. For instance, Bleaney and Greenaway (2001) analyze the impact on investment
and growth of the level and volatility of the terms of trade and the real effective
exchange rate in a panel of 14 sub-Saharan African countries over 1980-1995. Growth
is negatively affected by terms of trade instability, and investment by real exchange rate
instability. More specifically in the case of agriculture, Cho, Sheldon, and McCorriston
(2002) utilize a sample of bilateral trade flows across 10 developed countries between
1974 and 1995 and, using a gravity model, find that after controlling for other factors,
real exchange rate uncertainty has had a significant negative effect on agricultural trade
over this period and that the negative impact of uncertainty has been more significant
for agricultural trade than for other sectors.
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Table 23 Volatility of REER, 1980-early 2000s

Average Median
1980-1984 0.14 0.08
1985-1989 0.25 0.15
1990-1994 0.14 0.12
1995-1999 0.09 0.08
Early 2000s 0.06 0.04

Source: Calculated by the authors from Cashin et al. (2002).

Table 23 shows the change in volatility over five-year periods for the 57 developing
countries reported in Cashin et al. (2002; measured as the standard deviation for the
period divided by the average for the same period). After increasing in the late 1980s
and early 1990s, it seems to have decreased visibly in the late 1990s and early 2000s.
This should have been positive for agricultural production.

4.4.5 Dutch Disease
There is a great deal of literature on the so-called Dutch disease, beginning with Corden and
Neary (1982). Initially it was linked to developments in the Netherlands during the 1960s
and 1970s, where the discovery in 1959 of large deposits of gas led to increased energy
exports that put upward pressure on the guilder and the wage rate and appeared to lead
to declines in other tradable sectors, particularly industry. Later the idea was generalized
to refer to the general phenomenon of a booming productive sector that leads to larger
exports and appreciated domestic currencies, which negatively affects other tradable sectors
and, eventually, the whole economy if the contracting sectors were important sources of
productivity growth (perhaps through learning by doing, as in van Wijnbergen, 1984)
and the expanding one was mainly a resource-based activity with limited spillover effects.
Cases of Dutch disease in agriculture have been documented as in the examples of oil in
Indonesia (Timmer, 1994) or copper in Zambia (Lofgren, Robinson and Thurlow,
2002). The booming sector associated with Dutch disease, although in many cases has been
mineral or energy production, could be anything, including a subsector of the agricultural
sector, as in the case of coftee in Colombia studied by Kamas (1986). By extension, the con-
cept has also been utilized to refer to the effect of various capital inflows (such as official aid,
foreign direct investment, remittances, and others) on the appreciation of the real exchange
rate and the decline of tradable sectors (see, for instance, IMF, 2005).

The policy issues have also been extensively discussed. The main distinction is
whether the boom is considered temporary or permanent. If it is temporary, the best
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approach is to try to stabilize incomes and the exchange rate through a public stabiliza-
tion fund created through some form of taxation of excess revenues. If the boom is per-
manent, governments would have to help manage the structural transformation—for
example, by investing part of the additional revenues in various productivity-enhancing
measures such as investments in infrastructure, technology, and human capital. It is clear
that, over time, different countries managed difterently the episodes of their newly
acquired wealth, with different impacts on agriculture. For instance, Usui (1997) argued
that there have been important differences between Indonesia and Mexico in their policy
adjustments to the oil boom of the 1970s, especially in their fiscal, foreign debt, and
exchange rate policies, as well as in the use of oil revenues to invest in strengthening
the affected tradable sectors. Indonesia appears to have managed its wealth more conser-
vatively and invested more heavily in nonbooming tradable sectors, avoiding the
“resource curse” better than Mexico. If the newly acquired riches are managed properly,
the notion of additional wealth as a “disease” does not seem appropriate.

Raju and Melo (2003), focusing on Colombia, show, using a vector error correction
(VEC) model, that coffee price shocks have exerted an important influence on money
growth, inflation, and real exchange rates, in line with the predictions of traditional Dutch
disease models, but also, and differing from other hypotheses, coffee booms resulted in pos-
itive long-run output effects, which reduce both current account and government deficits.
They conclude that the term Dutch disease is a misnomer and that, at least in the case of
Colombia, coffee booms helped strengthen internal and external balances.

At least as relevant for low-income developing countries as the management of potential
commodity booms is the issue of foreign aid and remittances. Rajan and Subramanian
(2006) find that foreign aid is associated with overvaluation of the real exchange rate in their
sample of developing countries, with negative effects on the growth rate of exporting indus-
tries, particularly labor intensive. R emittances, on the other hand, do not seem to lead to the
same effects (they conjecture that this is so in part because of the nature of the goods and
factors on which remittances are spent and, in part, because countries that already have
appreciated exchange rates appear to receive less flows of remittances). In “agriculture-
based” and “transition” countries, which receive the largest amounts of foreign aid as per-
centages of their GDPs, it is then crucial to ensure that those flows are invested in programs
that raise the productivity of tradable sectors, such as transportation, communication, and
productive infrastructure, technology, and human capital, so as to outweigh the negative
impact of the potential overvaluation (IMF, 2005).

4.5 Trade policies

4.5.1 Background

International trade policies, through measures such as taxes and subsidies to exports
and imports, the establishment of quotas and prohibitions to import or to export,
and other measures that affect the level and composition of the international



Macroeconomics, Macrosectoral Policies, and Agriculture in Developing Countries

transactions, obviously have a very important impact on the macroeconomic condi-
tions of a country and on the operation of the agricultural sector. For the analysis of
these and other policy measures, a perspective of general macroeconomic balances must
always be adopted. Using a simplified version of Eq. 1 from national accounts and rear-
ranging terms, the absorption equation can be utilized to highlight some general aspects
of macroeconomic balances:

GDP — (C4+14+G)=GDP—A=X—IM

where (C 4+ I + G) is called domestic absorption (A).

Attempts to substitute imports by, say, protecting the industrial sector (such as raising
import taxes, imposing quotas, and similar measures) diminish imports (IM), which is the
desired effect. But this policy will be successful only if it changes the balance between
GDP and domestic absorption, which would most likely require additional policies. If
that balance does not change, that means that X must diminish to fulfill the accounting
equation ex-post. If the exportable products are basically agricultural products, they would
be the component of the economy that suffers the impact of the policy of substitution of
industrial imports. This is the usual argument in the literature related to the “bias against
agriculture,” which is normally presented in a partial equilibrium setting. But it is also
simple to show in a more general framework using the preceding equation.

The main point is that any attempt to correct the balance between X and IM by
means of a reduction of IM, without adjusting the balance between the GDP and
A, is going to leave the balance between X and IM unchanged but at lower levels of
international trade (the country becomes more closed). Vice versa, if the goal is to
improve the balance of external payments, the way to do it is to increase the internal
production (through capital accumulation and the utilization of idle factors of produc-
tion) or to reduce domestic absorption, or a combination of both.

The accounting equation also serves to consider other measures such as, for exam-
ple, a proposal to lower the taxes to agricultural exports as a way to increase production
and exports of the sector. As mentioned, the final impact will depend on how the rest
of the macro variables adjust. One aspect is the effect of the decrease in taxes on the
public budget: the fiscal deficit could diminish, stay the same, or increase, depending
on the answer of the agricultural production and exports. And if the reduction of
export taxes turns out to be a net loss of fiscal income, the final impact of the measure
will depend on how that budget gap is covered: with other taxes, with cuts in
expenses, with monetary emission, or with greater public indebtedness. Another aspect
is how the tax cut may affect consumption (C ) and investment (I). The net effect on
additional exports (total, and not only the agricultural exports for which taxes were
reduced) will depend on the general equilibrium balance indicated in the absorption
equation (see Cicowiez et al., 2008).
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4.5.2 Trends in trade policies

Over recent decades, developing countries have been opening up their economies,
reducing the levels of tariffs and reducing or eliminating other measures that limit
trade, including, as discussed before, export taxes (see the discussion in the fiscal
section).

Looking at the import side, Table 24 shows unweighted tariffs for a sample of
countries.”’ Except for Middle East and North Africa, which have somewhat increased
the levels of protection, for the rest of the regions the tariffs in the early 2000s are 40%
to 70% lower than during the 1980s. LAC and East Asia and Pacific show the smaller
tariff levels (around 10%). The largest cut has been in South Asia, which reduced tariffs
from 60-70% to somewhat less than 20%.

A more precise way of gauging this decline in protection is to look at the import tax
revenues as percentages of total imports. Table 25 presents WTO data on those percen-
tages for some individual countries. It is clear that except for Brazil, the collection of
import duties as a percentage of total imports has declined significantly in those
countries. In the case of India, although the percentage has been reduced by more than
half, it is still far higher than the rest of the countries in Table 23.

Table 24 Unweighted tariffs (median for a sample of countries), 1980s-early 2000s

1980s 1990s Early 2000s

SSA

Average 28.3 21.5 16.4

Median 29.5 21.3 15.6
LAC

Average 25.5 13.5 10.3

Median 20.4 13.3 11.2
East Asia Pacific

Average 27.0 19.5 10.2

Median 29.2 17.8 8.6
South Asia

Average 62.3 34.8 191

Median 72.2 37.8 18.6
MENA

Average 24.5 255 25.7

Median 23.5 28.3 27.5

Source: World Bank, WITS.
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Table 25 Ratio of import duties collected as percentage of total imports by selected developing
countries, 1985-2000

1985-1989 1990-1994 1995-2000
China 10.3 4.7 3.2
Mexico 5.2 5.7 2.0
Republic of Korea 8.0 5.3 3.6
Chinese Taipei 7.1 4.9 3.5
Malaysia 6.4 4.0 2.3
Thailand 11.3 9.0 5.0
Brazil 8.2 8.1 8.0
India 54.8 38.4 24.5
Indonesia 5.2 5.0 2.4
South Africa 6.6 4.4 3.8

Source: WTO from IMF, government finance statistics, and various issues and national statistics.

4.5.3 Trade and agricultural goods: Trends in protection

Tables 24 and 25 show averages for all goods. But what is the situation for agricultural
products? The conventional wisdom circa late 1980s was that industrial protection
in developing countries was larger than for agricultural products, imparting an anti-
agricultural bias to overall incentives (World Bank, 1986; Krueger, Schift, and Valdés,
1988; Bautista and Valdés, 1993). More recent data, however (see Table 26), do not
show that pattern. Rather, the opposite holds: Agriculture (considering both primary
and processed) seems, on average, more protected than industry (including textiles
and apparels) in developing countries.

The imbalances are particularly large in MENA, with important levels of protection
for agriculture.

In line with these results, recent estimates of the nominal rate of assistance (NRA)
for agriculture in developing countries presented in Anderson and Valenzuela (2008)”
show that such assistance has been growing in developing countries, turning positive
since the mid-1990s. The improvements in NRA in those countries have been both
the result of more protection for importables (i.e., a growing NRA > 0) and less taxa-
tion for exportables (a decline in the absolute value of the tax, as NRA < 0; see
Figure 20).
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Table 26 Average protection applied by various importing regions (%)

Middle
Asian . South  Transition Sub- Fast Latin Western North Rest
Product NICs China Asia Economies Saharan and America  Europe America Japan  of the
Africa North P World
Africa
Natural 2.3 1.9 141 1.3 4.9 4 4.9 0 0.2 0 4.5
resources
Primary 37.7 15.5 20.6 12.6 16.3 48.7 12.4 12.1 8.5 30 6.3
agriculture
Processed 20.2 15.4 29.4 19.7 26.9 57.8 16.5 20.9 10 46 12.5
agriculture
Textiles and 8 12.9 27.5 13.5 20.5 13.4 14.7 5.1 10.3 6 14.2
apparel
Other 4.8 6.1 23.8 8.8 10.9 8 10.7 1.9 1.3 0.3 9.2
manufactures

Source: UNCTAD (2002).
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Figure 20 NRA for importables and exportables in developing countries, 1955-2004. Source:
Anderson and Valenzuela, 2008.

4.5.4 Agricultural protection, poverty, and food security

The current debate in several developing countries and civil society in the context of
the ongoing Doha trade negotiations is whether increased protection will help reduce
poverty and increase food security in developing countries. Some proposals implicitly
or explicitly suggest taxing consumers in developing countries through higher levels
of border protection, to support agricultural producers as a way of reducing poverty
and promoting food security. Sometimes this suggestion is accompanied by the argu-
ment that such protection “does not cost money” and is easier to implement in poor
countries than options considered in the Green Box, such as agricultural research and
extension. Both arguments are debatable. First, protection costs money. Contrary to
the common perception of protection as a tax paid by foreigners and collected by gov-
ernments, much of the (implicit) tax is paid by domestic consumers and collected pri-
vately by producers in the form of higher prices. This tax on food has an obvious
negative impact on poor households, which in many developing countries spend more
than half their incomes on food (FAO, 1993), and is mainly received by bigger agricul-
tural producers with larger quantities of products to sell. Landless rural workers, poor
urban households, and many poor small farmers tend to be net buyers of food (see
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FAO, 1999). At the same time, it is also important to note the steady shift in the locus
of poverty in developing countries, where food insecurity and malnutrition are moving
from rural to urban areas (Ruel, Haddad, and Garrett, 1999; Haddad, Ruel, and
Garrett, 1999; and Garrett and Ruel, 2000). Urbanization in developing countries is
posing new questions regarding economic and social policies in general and in relation
to the impact of trade and trade policies on poverty and food security.

Certainly a government may try to compensate consumers through food subsidies, but
they can become a heavy budgetary burden.” For instance, during the second half of the
1990s Morocco has been spending about 1.7-2.4% of the GDP in food subsidies (IMF,
2001), in part trying to compensate for the higher prices generated by trade protection.
At the same time, simulations of alternative uses of water in Morocco showed that protec-
tion of certain crops was drawing the use of that scarce resource toward protected products
while the value of agricultural production measured at world prices would increase if pro-
tection were reduced and water were reallocated to other crops (Diao, Roe, and Doukkali,
2002). Moreover, concentration of production in some protected crops seems to have
increased the vulnerability of the agriculture to droughts and made the whole economy
more volatile (World Bank, 2001). Finally, more expensive food may be putting upward
pressure on wages, affecting various manufacturing sectors in which Morocco may other-
wise have had comparative advantages. If the dynamic export sector is manufactures, the
maintenance of competitiveness in the latter without reducing real wages may require a
reduction, and not an increase, in the cost of food. However, this should be achieved
through investments in agriculture and not forcing the terms of trade against agriculture.

Special and differential treatment in the form of protection at the level of staple
crops considered relevant for food security, or for other reasons, is not necessarily
the most effective and equitable way to address problems of poverty and hunger.
Instead, poor countries need adequate policies that operate at the household and indi-
vidual levels. Investments should be targeted to the poor and vulnerable rather than to
protect and subsidize crops in general, which usually benefits larger farmers. More gen-
erally, to the extent that protection is a “privatized” tax, there is always the question of
whether those funds can be collected explicitly by the government and put to better
uses. For instance, Diaz-Bonilla, Diao, and Robinson (2004) simulate those two alter-
natives in a world model. In the first scenario there is an arbitrary increase in protection
on food security crops (assumed to be grains in the simulations) only in those countries
that supported the concept of a development or food security box. In the second sce-
nario, the governments in those countries collect, through an explicit tax, the equiva-
lent of the implicit consumption tax privately collected through protection and then
invest that amount in agricultural research and development (R&D). The increase in
agricultural protection results for those countries in a negative effect on GDP and
employment, and there is less consumption of food products, suggesting that food
security declines with increased protection. An increase in investment in agricultural
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R&D financed by an equivalent tax calculated from the first scenario shows increases in
GDP, employment, agricultural production, and consumption, including, particularly,
food items. Also, agricultural trade among developing countries, including those apply-
ing the higher levels of protection, declines in this simulation, suggesting that such
policies may hurt South/South agricultural trade.

Although high and permanent agricultural protection is not the answer for addressing
poverty and hunger concerns in developing countries, there are other aspects that must
be considered in analyzing the liberalization of agricultural and trade policies in those
countries. One is the presence of high levels of protection and subsidization in industria-
lized countries that survived changes during the Uruguay Round. There are certainly
imbalances in the AoA, because industrialized countries have been able to secure exemp-
tions for some of their policies (such as the Blue Box) and were allowed to continue
using significant amounts of expenditures for domestic support and export subsidies.
Under some proposals by WTO members, those asymmetries may continue even after
the Doha Round. Developing countries, though pressing for a substantial reduction of
those subsidies and protection in rich countries, are also rightly requesting some trade
instruments to defend themselves during the transition period to a less asymmetric situa-
tion. In addition, food-insecure and vulnerable countries need (1) longer transition times
that must be utilized to implement adequate rural development and poverty alleviation
strategies and (2) simplified and streamlined instruments to confront import surges that
could irreparably damage the livelihoods of small farmers. The latter point is linked to
the fact that the poor are more vulnerable to crises. Long-lasting damage to their already
low levels of human and physical capital may occur; crises may force poor families to sell
productive assets, increase the possibility of illness, or have their children drop out of
school (see, for instance, Addison and Demery, 1989, Lipton and Ravallion, 1995).
Therefore, the concerns raised by developing countries regarding the presence of signifi-
cant distortions in world markets and the need to protect vulnerable groups from nega-
tive shocks are important issues that need to be addressed.

4.5.5 Production and import tax differentials

Within the WTO and some regional trade agreements such as NAFTA there has been
some debate over whether the “export tax differential” should be considered a subsidy
and therefore subject to disciplines. The argument is that to the extent that this trade
intervention reduces the domestic price of the primary product below the world price,
it acts as a subsidy to the industry that uses that product as an input. As usual, the
impact must be analyzed in a general equilibrium context. For instance, Hudson and
Ethridge (1999) argue that Pakistan’s export tax on raw cotton from 1988-1995 (aimed
at benefiting the domestic yarn industry) had a negative impact on the growth rate in
the cotton sector while not increasing the growth rate of yarn production above what
would have occurred naturally.
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Countries using export taxes have also argued that the “export tax differential” is only
a defense to counter the mirror image of the “import tax differential” or tarift escalation
by which countries that do not produce the primary product tax the processed imported
product at a higher rate to favor industrialization in their own territory.

The practice of imposing high import taxes on processed goods and low or no tar-
ifts on primary products places agroindustrial production in the primary producing
countries (PPCs) at considerable disadvantage, strongly tilting their export profile
toward raw materials (Balassa and Michalopoulos, 1986). As an example, assume, for
instance, that PPCs can sell raw material or processed products at world exogenous
prices. Assume also that the cost structure for the agroindustry is such that the raw
material amounts to 60% of the total value of the processed good, another 20% is spent
in other cost items except factors of production, and 20% is value added. Assume then
that the raw material, produced by a primary producing country, is imported by a non-
producer with zero tariffs but that the processed product faces an import tarift of 10%,
and transport costs add 5% to the world price of the raw material. Finally, assume that
the agroindustry in the nonproducing country has the same basic cost structure except
for trade taxes and transport costs. Then nonproducing countries, even though the
basic technology is the same and they have to absorb transport costs, still have a
value-added margin 35% larger than the PPCs (27 cents on the dollar for nonproducing
against 20 cents in PPCs).”* This implies that the factors of production in the PPCs
will be paid less, probably discouraging the processing of the raw material in those
developing countries.

Golub and Finger (1979), in one of the early studies that quantitatively analyzed the
issue of tarift escalation for some manufactured products, including only coftee and
cocoa from the food sector, found that the removal of such escalation would lead to
the reallocation of some processing of agricultural products from industrialized to
developing countries and that there were nontrivial increases in export revenues from
processed cocoa and coftee exports. Although this characteristic of the tariff structure
has diminished somewhat after the Uruguay Round, significant levels of tariff escala-
tion still remain after the implementation of the Uruguay Round (Lindland, 1997;
OECD, 1997). The fact that even in the 2000s, industrialized countries dominate or
are important players in world trade of cocoa and coftee processed products (when they
do not produce the raw material) is a testament to the impact of tariff escalation.

4.6 Where have all the biases gone?

The previous sections discussed different general equilibrium implications of
macroeconomic policies, including but going beyond the issue of relative prices between
agriculture and nonagricultural sectors, which was the focus of much of the early work
on macroeconomics and agriculture. As discussed in previous sections, this chapter has
also tried to consider “quantity” issues (such as aggregate demand), other important
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macroprices, and the impact of macroeconomic policies on inputs to agricultural pro-
duction, to determine relative profitability across sectors.

Still, the issue of relative prices and incentives is an important one and deserves a
separate discussion. Schultz (1964) showed that, as their counterpart in rich countries,
farmers in developing countries react to price incentives within the constraints they
face. Also, it has been long recognized that individual agricultural products react to rel-
ative prices, whereas a more debated issue has been the aggregate supply response to
price incentives. There are very different estimates of the price elasticity of aggregate
supply, depending on the time horizon considered (with short-term elasticities being
obviously smaller), the variables included as conditioning factors in the equation, the
methodologies utilized, and so on (see reviews in Mamingi, 1996; Schiff and Monte-
negro, 1997; Mundlak, Larson and Butzer, 1997 and 2008). We are not going to
review the debate here. It suffices to note that, in general, the consensus is, in line with
Schultz’s main contention, that agricultural supply is responsive to relative prices’
within the constraints faced by the producer (such as access to infrastructure, ownership
of physical and human capital, land and natural resource base, access to credit, available
technology, marketing structures, governance institutions, and weather conditions) and
that the price elasticity of supply increases when longer horizons are taken.

Here we briefly review the evolution of relative prices for agriculture, taking as a
starting point the already mentioned studies (mostly covering the period from the
1960s to the mid-1980s) that analyzed the direct and indirect effects of trade, exchange
rate, and other macroeconomic policies on price incentives for agriculture (Krueger,
Schift; and Valdés, 1988; Schift and Valdés, 1992a and 1992b). The focus was basically
on the relative price between agricultural and nonagricultural sectors (or agriculture ver-
sus industry) in the whole economy. As discussed before, those studies argued that there
was a price bias against agriculture (which was even referred to as the “plundering” of
agriculture in developing countries (Schiff and Valdés, 1992b), mainly as a consequence
of the trade and exchange rate policies followed by many developing countries, in par-
ticular those that privileged industrialization over agricultural development.

More recently this literature has been criticized for probably overstating the calcu-
lated bias for several reasons (Jensen, Robinson, and Tarp, 2002): (1) the studies relied
on a partial equilibrium modeling methodology that misses intersectoral linkages and
feedback effects from changes in incomes and relative prices as well the determination
of the nominal and real exchange rates; (2) the reliance on nominal protection rates
ignored potentially important relative price incentive effects due to differences in rela-
tive input cost structures between agricultural and nonagricultural production; and
(3) they assumed that domestic agricultural products and world market goods are
perfect substitutes and that essentially all agricultural goods are traded.

Jensen et al. (2002) ran simulations to measure the level of agricultural bias in a sim-
ilar sample of countries. In contrast with KSV and SV, their work considers imperfect
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substitutions between domestic and world market goods as well as general equilibrium
effects. The computable general equilibrium framework allows the direct computation
of value-added prices under various policy scenarios, which measure resource pulls in
factor markets and provide a theoretically appropriate measure of effective rates of pro-
tection (as opposed to nominal ones). They also consider marketing margins in a gen-
eral equilibrium perspective. Their simulations measure the impact of tax and tarift
structures (including stylized versions of an import substitution industrialization, or
ISI, strategy) as well as the impact of eliminating current account deficits and surpluses
and the resulting appreciation/depreciation of the exchange rate. The impact on rela-
tive price incentives is measured by the proportional difference between (1) an agricul-
tural value-added price index and (2) a nonagricultural value-added price index.

An important issue of the simulations in a general equilibrium context is to specify
the macroeconomic closure rules, an issue that cannot be addressed in partial equilib-
rium models. The simulations in Jensen et al. (2002) are carried out using a macro clo-
sure that assumes no major swings in macro aggregates in response to external shocks.”

In contrast to earlier findings that policies in many developing countries imparted a
major incentive bias against agriculture, Jensen et al. find that in their sample during the
1990s, the economywide system of indirect taxes, including tariffs and export taxes,
significantly discriminated against agriculture in only one country, was largely neutral
in five, provided a moderate subsidy to agriculture in four, and strongly favored agri-
culture in five. Earlier work found that overvaluation of the exchange rate would gen-
erally hurt agriculture, which was assumed to be largely tradable. In a general
equilibrium setting, the impact of changes in the exchange rate on relative agricul-
ture/nonagriculture incentives depends crucially on relative trade shares. If a current
account deficit of 3% of absorption is considered to be the proper level of sustainabil-
ity,”” the combination of exchange rate and tax policy generated a significant bias
against agriculture bias in only two sample countries (Malawi and Zimbabwe), whereas
seven showed significant agricultural protection. The net effect in the remaining six
was small. Although the issue of determining a sustainable current account is contro-
versial, the previous analysis indicates that tax and exchange rate policies during the
1990s had more complex impacts than those assumed in partial equilibrium analysis.

The sample included six countries that were also part of the comparative World
Bank study led by Krueger, Schiff, and Valdés (1988): Argentina, Brazil, Egypt, Korea,
Morocco, and Zambia. The results indicate that there are very limited signs of anti-
agricultural bias in these countries in the 1990s. Whereas the estimated level of agricul-
tural protection in Korea in the Bank studies resembles results in Jensen et al. (2002),
findings of strong levels of anti-agricultural bias in Argentina, Brazil, Egypt, Morocco,
and Zambia are not borne out by the general equilibrium analysis.

The second part of the simulations by Jensen et al. (2002) indicates that traditional
ISI-type policies, including nonagricultural import tariffs, agricultural export taxes, and
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overvalued exchange rates, can affect relative price incentives in strongly divergent
directions, depending on country-specific characteristics. The impact of agricultural
export taxes on relative overall agricultural price incentives depends strongly on agri-
cultural export shares and rarely exceeds 2% for the majority of countries for which
agricultural export shares are small. In contrast, the impact of nonagricultural import
tariffs was found to depend strongly on relative agricultural trade shares and the impact
of real exchange rate appreciation induced by the introduction of pervasive tariffs.

In sum, Jensen et al. (2002) argue that the partial-equilibrium measures used in ear-
lier studies tended to overstate the price bias against agriculture. Their analysis, how-
ever, can also be interpreted as suggesting that whatever price bias there was to begin
with, was reduced or eliminated during the 1990s, through all the changes in exchange
rate, fiscal, monetary, and trade policies documented in previous sections (including
structural adjustment programs with international organizations). It must be noted
again that there may be other biases, such as the general urban bias in investments sug-
gested by Lipton, 1977.

In what follows, we look at two indicators of possible price biases: one uses nominal
protection data (in the spirit of earlier studies) and another utilizes value added deflators
(as in Jensen et al., 2002).

The data presented in Anderson and Valenzuela (2008) show that the nominal rate
of assistance (NRA) for agriculture has been growing in developing countries while
NRA for nonagricultural goods has been declining, with the relative rate of assistance
(RRA)”™ showing a significant bias against agriculture during the 1960s, 1970s, and
early 1980s but moving since then in favor of the agricultural sector and turning posi-
tive in the late 1990s and early 2000s (Figure 21).

Another possible indicator of relative prices is the ratio of the value added deflator
for the agricultural sector and the equivalent deflator for the rest of the economy. In
principle, national accounts measure outputs at basic prices or producer prices and
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Figure 21 Relative rate of assistance in developing countries, 1960-2004.
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Figure 22 Latin America and the Caribbean ratio of price deflators: Agriculture and nonagriculture,
1970-2007.

measure inputs at purchaser prices, and therefore the ratio of value added deflators
should reflect the proper incentives for a sector.”” Figures 22, 23, and 24 show such
ratio for countries in LAC, SSA, and Asia that have had national accounts since the
1970s from which to derive the indicators.'” The calculation of the deflators was done
in local currency units, dividing the value added in current values by the constant ones.
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Figure 23 Asia ratio of price deflators: Agriculture and nonagriculture, 1970-2007.

AVERAGE - x- - MEDIAN |




Macroeconomics, Macrosectoral Policies, and Agriculture in Developing Countries

1.3

1.2

1.1

K Y 2\
z \ . - B X -
- > X X“ ‘/\X‘\
0.9 ~¢

0.8

0.7

: :
NS oM DO SND D NDO DA DS SID L DPPH R R PP PP O
CRAN ARSI SRRSO R R A I S S I R IR R IR SIS I ARG R AR s S SR S S SRS e

——AVERAGE - - -MEDIAN

Figure 24 Sub-Saharan Africa ratio of price deflators: Agriculture and nonagriculture, 1970-2007.

Value added in the nonagricultural sector (constant and current) was calculated by sub-
tracting agricultural valued added from total GDP. The figures show the annual aver-
age and the median for the countries in each region, from 1970 to 2007.

The figures show that the price of the value added in the agricultural sector was
higher in relation to the rest of the economy during the period considered to show a
bias against agriculture, and the ratio was declining during the subsequent decades,
when that bias should have declined given the changes in policies. However, this trend
can be seen simply as another manifestation of “Baumol’s effect,” with increasing costs
in low-productivity activities, mostly in services and including government, which
make up a good percentage of the nonagricultural sectors (see, for instance, Baumol
and Towse, 1997).

Another way to look at relative prices is between agriculture and industry, which is
also in line with the idea of “plundering” the former to help the latter. Figures 25, 26,
and 27 show this perspective.

For LAC and SSA the pattern of the deflators of agricultural value added over
industrial value added does not show a bias against agriculture during the 1970s when
compared to subsequent decades. In the case of Asia, the ratio shows two cycles, but
they do not seem to support the view of low relative prices for agriculture to favor
import substitution industrialization in the 1970s. Figure 28 shows the same ratio for
selected countries that have been considered representatives of the strategy of import
substitution industrialization.'”" Again, at least considering the relative prices from
value added, agriculture had a more favorable ratio during the 1970s than afterward.
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Figure 25 Latin America and the Caribbean ratio of deflators: Agriculture over industry, 1970-2007.
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Figure 26 Asia ratio of deflators: Agriculture over industry, 1970-2007.

A possible interpretation is that, even if macroeconomic and trade policies favored
industry in the 1970s, high world real prices for agricultural commodities during those
years and sectoral policies that kept costs low for agriculture'”” resulted in relative
prices for agriculture that were more favorable than in subsequent decades, when world
prices declined and many of the favorable sectoral policies for the sector were
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Figure 27 Sub-Saharan Africa: ratio of deflators: Agriculture over industry, 1970-2007.
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Figure 28 ISI countries, ratio of deflectors: Agriculture over industry, 1970-2006.

eliminated. In this context, ISI policies may be seen as a way of capturing part of those
high world prices to support other sectors in the economy but in a context in which
agriculture was also being benefitted by direct policies. Then, during the 1980s, with
the start of the debt crisis and the decline in the world prices of commodities, many
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developing countries had to modify both ISI policies and agricultural policies in a way
that, combined with the fall in world prices, led to declines in the relative price of agri-
culture (as measured by the deflators).

Another possible explanation (not necessarily incompatible with the previous com-
ments) is that productivity change in the agricultural sector as a whole has been higher
than in industry in developing countries during recent decades (Martin and Mitra,
1999).

In any case, given that the trends in the ratios of valued added do not seem to coin-
cide with the trends in relative rates of protection discussed before, it should be impor-
tant to determine empirically which one captures better the relative incentives to
produce. In that exercise it should be recognized that, as it was discussed mainly in Sec-
tion 1 and 3, besides relative prices, for agricultural production it also matters how the
rest of the domestic economy is doing, what are the costs of inputs, the evolution of
the world economy (for tradable agricultural goods), and so on. Analyzing only biases
(measured by relative prices) may leave out important determinants of the performance
of the agricultural sector in developing countries.

5. AGRICULTURAL PERFORMANCE AND MACROECONOMIC
DEVELOPMENTS: OVERVIEW AND CONCLUSIONS

The previous sections discussed the significant changes in global macroeconomic con-
ditions and domestic policies during recent decades. How were those changes reflected
in the performance of agricultural production in developing countries? Here we take a
brief look at this issue as a conclusion to the chapter. The approach is mostly descrip-
tive, which we hope provides some overall perspectives that can be later analyzed in
greater detail by interested researchers.

5.1 Production trends

Agricultural and food production, both total and per capita, have been steadily increas-
ing in developing countries since the 1960s (see Tables 27 and 28). Total agricultural
and food production more than tripled between early 1960s and early 2000s for devel-
oping countries as a whole, whereas, measured in per capita terms, the 2000s produc-
tion levels are about 60% over the average of the 1960s. This has been in good measure
the result of rapid technological change linked to the Green Revolution and capital
investments (mainly irrigation). Agricultural area utilized, on the other hand, has not
increased much (only about 10% between early 1960s and late 2000s). The main
exception to this trend of production increases that outpaced population growth
is Africa, particularly sub-Saharan Africa, where the levels of agricultural and food
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production per capita are below the 1960s levels.”~ The African decline in per capita

production took place in the 1980s and has rebounded somewhat since then.'”*
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Ratio Ratio
1960s  1970s  1980s  1990s 5200/ 2000s/ 2000s/
1960s 1980s
Total
Africa, developing 413  51.0 599 855 103.3 2.50 1.73
Africa, south of 423 523 604 854 1028 2.43 1.70
Sahara
Asia, developing 289 382 541 820 106.0 3.67 1.96
East and South East 32.0 440 62.8 859 106.7 3.33 1.70
Asia
of which China 227 305 459 773 108.6 4.79 2.37
South Asia 352 446 59.6 852 1019 2.90 1.71
Latin America and 37.5 491 64.8 845 1063 2.83 1.64
Caribbean
Developing countries 31.8 41.5 56.7 82.8 105.7 3.32 1.86
Developed countries 68.8 832 946 975 100.7 1.46 1.06
Per capita
Africa, developing 105.2 101.6  90.8 974 98.7 0.94 1.09
Africa, south of 111.2 107.1 93.6  98.1 97.9 0.88 1.05
Sahara
Asia, developing 56.8  60.0 70.7 88.6 103.2 1.82 1.46
East and South East  64.2  70.2 824 932 103.8 1.62 1.26
Asia
of which China 393 425 552 81.0 107.0 2.72 1.94
South Asia 74.6  76.0 823 943 98.4 1.32 1.19
Latin America and 77.8  80.1 85.6 919 103.2 1.33 1.21
Caribbean
Developing countries 65.3 67.9 75.8 90.3 1025 1.57 1.35
Developed countries 88.1 97.5 103.4 99.8 100.0 1.14 0.97

Source: FAOSTAT.

While Tables 27 and 28 show levels, Table 29 shows the average and median
growth rates for the three main regions of developing countries, which broadly coin-
cide, as discussed, with the three types of agricultural situations identified by the World

Bank (2008).'"
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Table 28 Indices of food production, 1960s-2004 (net), base, 1960s—-2000s

2000— Ratio Ratio
1960s  1970s  1980s  1990s 5004 2000s/ 2000s/
1960s 1980s
Total
Africa, developing 40.3 499 59.1  85.1 103.6 2.57 1.75
Africa, south of 418 51.7 60.1 851 103.0 2.46 1.72
Sahara
Asia, developing 28.2 374 530 81.1 106.1 3.76 2.00
East and Southeast 314 433 625 859 106.7 3.40 1.71
Asia
of which China 223 298 441 759 108.6 4.88 2.46
South Asia 343 438 589 845 1019 2.97 1.73
Latin America and 347 468 628 838 106.2 3.06 1.69
Caribbean
Developing countries 30.8 40.5 555 82.0 105.8 3.44 1.91
Developed countries 67.7 823 941 972 100.8 1.49 1.07
Per capita
Africa, developing 102.7 994  89.6 96.9 98.8 0.96 1.10
Africa, south of 110.0 1058 931 97.8 98.1 0.89 1.05
Sahara
Asia, developing 555 588 692 87.6 103.2 1.86 1.49
East and Southeast 62.9 69.0 81.9 931 103.8 1.65 1.27
Asia
of which China 38.6 415 531 79.6 107.0 2.77 2.02
South Asia 72.8 747 814 935 98.5 1.35 1.21
Latin America and 72.0 76.3 83.0 912 103.1 1.43 1.24
Caribbean
Developing countries 63.1 66.1 74.1 894 102.6 1.63 1.38
Developed countries 86.7 96,5 1027 995 100.2 1.16 0.97

Source: FAOSTAT.

The behavior of growth rates differs significantly across developing regions,
depending on whether aggregates or country indicators are utilized as well as on
whether total or per capita growth rates are considered. For Africa the best decades,
both in the aggregate and for country indicators and total and per capita, have been
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Table 29 Agricultural growth, 1960s-2005

1960s 1970s 1980s 1990s  2000-2005 Average

Africa

Total Aggregate 3.3 1.3 3.0 3.4 1.8 2.6
Total Average 3.1 1.9 3.0 3.1 1.9 2.7
Total Median 3.3 2.0 2.4 3.2 1.9 2.6
Per capita Aggregate 0.8 -1.5 0.1 0.8 -0.5 0.0
Per capita ~ Average 0.6 -0.8 0.1 0.6 -0.4 0.1
Per capita ~ Median 0.5 -0.6 -0.3 0.6 -0.5 0.0
Asia

Total Aggregate 3.0 3.1 4.1 4.1 2.9 3.5
Total Average 3.4 3.8 4.2 3.5 2.7 3.6
Total Median 3.0 3.2 3.4 3.0 2.8 3.1
Per capita Aggregate 0.6 0.9 2.1 2.4 1.6 1.5
Per capita ~ Average 0.1 0.7 1.3 1.4 0.8 0.9
Per capita ~ Median 0.1 0.5 0.9 0.8 1.0 0.6
LAC

Total Aggregate 3.1 3.1 2.5 3.1 3.2 3.0
Total Average 3.4 2.4 1.5 2.1 2.0 2.3
Total Median 3.2 25 1.7 2.2 1.4 2.3
Per capita Aggregate 0.4 0.6 0.4 1.4 1.8 0.8
Per capita ~ Average 0.9 0.4 -0.2 0.5 0.6 0.4
Per capita ~ Median 0.5 0.4 -0.3 0.3 0.0 0.2

Source: FAOSTAT.

the 1960s and the 1990s; the worst performances for the region have taken place in the
1970s and then in the first half of the 2000s.

In the case of LAC, the best country indicators clearly happened in the 1960s and
1970s, whereas aggregate indicators are equally good for most of the other periods,
except the 1980s; the difference in behavior of indicators at the regional aggregate
and by country suggests that what was good for the larger economies might not have
been equally favorable for the rest of smaller countries. In terms of per capita growth,
the difference is more marked, with the early 2000s being the best period at the aggre-
gate level, but using country averages and medians, clearly the 1960s had the highest
growth rates in per capita production. On the other hand, the 1980s were the worst
decade by most indicators.

Finally, Asia had the best decades in the aggregate and by country indicators, con-
sidering both total and per capita growth, during the 1980s and 1990s. On the other
hand, the weakest period differs when we use total growth (the early 2000s) or per
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Table 30 Livestock production over total value of agricultural production (%), 1960s-2003

1960s 1970s 1980s 1990s 2000-2003
Developing 26.3 26.8 29.0 32.7 35.1
Developing minus China 29.4 29.6 31.0 32.3 33.4
Africa, developing 26.2 27.0 29.8 27.7 27.8
Sub-Sahara 26.6 27.0 29.7 26.5 25.9
Latin America and Caribbean 43.3 43.3 43.5 45.7 45.8
Asia, developing 19.6 20.5 23.8 29.6 33.0
South Asia 20.9 21.1 23.7 26.2 29.1
East Southeast Asia 17.0 17.7 19.2 22.7 23.5
China 15.8 18.5 23.8 33.6 38.0

Source: FAOSTAT.

capita growth (the 1960s), but Asia still has the best performance of all regions, consid-
ering that even during the slowest periods the region has not had any period with neg-
ative per capita production.

An important aspect of the agricultural sector in developing countries is the growth
of livestock production (Delgado et al., 1999), which has been growing faster than
crops; therefore, it has been increasing its share in the total value of the sector in all
developing regions except SSA (see Table 30'"%). The increase in share compared to
crops has been particularly noticeable in Asia (pushed by China), although the largest
absolute share is in LAC.

Moreover, the growth rates of these two components of agricultural production do
not appear correlated with each other in developing countries (see Figure 29, which
shows yearly growth rates from crops and livestock, 1962-2005, for the three regions
of Asia, Africa, and LAC as aggregates). This change in composition is important to
keep in mind in trying to explain the impact of world and domestic macroeconomic
conditions on the agricultural sector as a whole.

One of the possible reasons for this lack of correlation (other than the fact that with
limited land both productions may compete for its use) is their different levels of trad-
ability, which makes them react differently to changes in world and domestic macro-
economic conditions. For instance, in both LAC and East Asia during the period of
capital flows in the late 1970s and early 1990s, respectively, which preceded the debt
crises of the early 1980s in LAC and the late 1990s in East Asia, crops appear to have
had lackluster performance (about 2% total growth per year, on average), whereas live-
stock grew faster (at about 5%). Capital inflows, as noted, might have appreciated the
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Figure 29 Crops and livestock growth, 1962-2005. Source: FAOSTAT.

real exchange rate, affecting crops (which tend to include more tradable products), but
fast income growth (linked to the capital inflows) translated into increased domestic
demand for livestock products (which are relatively less tradable, considering the nature
of the products and trade restrictions). The opposite occurred during the early 1980s in
LAC and the late 1990s in East Asia, when strong exchange rate adjustments related to
the debt and financial crises helped crops, but income declines (and the higher cost of
tradable feed products) negatively affected the dynamism of livestock products. There-
fore, the distinction between crops and livestock appears important in trying to analyze
the impact of world and domestic macroeconomic conditions on the agricultural sector
as a whole.

5.2 A chronological narrative

5.2.1 The 1960s and the 1970s

As discussed in Section 3, the 1960s were years of high growth (in both developed and
developing countries), moderate inflation, low (and even negative) real interest rates,
accelerated expansion of trade, and high real prices of commodities (see Table 3).
The economic buoyancy of those years was based on expansionary Keynesian macro-
economic policies in industrialized and developing countries. Stable exchange rates
among main industrialized countries under the Bretton Woods system, coupled with
the liberalization and increase of world trade as a result of the success of the sequence
of GATT rounds of trade negotiations, also supported world growth. LAC, Africa, and
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the Middle East were the fastest-growing regions in the 1960s, and they continued to
grow strongly during the 1970s, although East Asia began to overtake all developing
regions in that decade. Rents from natural resources (including agriculture) financed,
in various degrees, the development of the industrial sector and the expansion of the
welfare state in many developing countries.

Synchronized and high growth across a variety of industrialized and developing
economies sustained global demand for commodities. Within this supportive economic
environment, agriculture showed strong growth rates in the three developing regions
of Asia, Africa, and LAC during the 1960s.

In the early 1970s those expansionary policies led to accelerating inflation. The
United States abandoned the Bretton Woods system of fixed exchange rates in the first
half of the 1970s, and nominal and real exchange rates in major countries turned vola-
tile. In particular, the U.S. dollar underwent a cycle of depreciation in the 1970s.
A depreciating dollar also contributed to higher commodity prices (see Section 3).

Besides high growth, a depreciating dollar, and expanding inflationary pressures, the
jump in agricultural prices was also related to poor weather conditions in many parts of
the world (a cyclone in Bangladesh, 1970; a long drought in sub-Saharan Africa; partial
failure of the Soviet cereal crop in 1972; floods in India) and a hike in fertilizer prices,
partly due to problems with Morocco’s industry.

Agricultural prices jumped over 70% in 1973 (food, about 80%), but other com-
modity prices also increased significantly. In the case of oil, it happened in 1974 (the
year dffer the sudden increase in agricultural prices), and it was also related to geopoliti-
cal developments in the Middle East and the Yom Kippur War.

In 1974 and 1975 the global economy suffered a significant slowdown, with many
industrialized economies posting negative growth and close to 40% of the developing
countries also in recession.

After the first oil crisis, developed countries tried to fight the slowdown with
expansionary fiscal and monetary policies. The 1978 Bonn Summit reiterated the
intention of industrialized countries to maintain global pro-growth policies. This
approach only exacerbated inflationary pressures and eventually led to a more drastic
monetary tightening in the 1980s. In the case of the developing countries, the notion
of recycling petrodollars was promoted by the international community as part of the
general effort to maintain world aggregate demand, which allowed many developing
countries to borrow against ample export revenues supported by high commodity
prices. All these policies contributed to world growth and inflation in the latter part
of the 1970s and set the stage for the dramatic changes in the monetary policies of
the industrialized countries and the developing counties’ debt crises of the 1980s.

The story of the interaction of world macroeconomic conditions and agricultural
production differs by developing regions during the 1970s. LAC, as mentioned before,
had the best agricultural performance during the 1960s, and although declining, it also
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did well in the 1970s. High world prices fueled the expansion of exportable and
import-substitution agricultural products while strong domestic demand sustained
those products that (for policy reasons or due to intrinsic characteristics) were non-
traded goods, and the expansion of the industry provided demand for agricultural
raw materials. It is true that the whole economy grew faster than agriculture during this
period, but this sector’s growth was significant nonetheless and stood above growth
rates achieved in subsequent years. It appears that even accepting the argument that
the overall policy strategy was biased toward the industrial sector, supportive world
markets and domestic income growth helped generate comparatively higher growth
rates in the agricultural sector of LAC in that period. Of course, advances in agricul-
tural technology, linked to the expansion of the Green Revolution and supported by
the creation of national institutes of agricultural technology in the 1960s and 1970s
in the region, and the expansion of public and private infrastructure provided the mate-
rial basis for that rapid growth.

In SSA, growth declined during the 1970s, mostly as a result of collapse in crops,
while livestock production increased significantly. Overall, in SSA comparatively
poorer production performance has been associated with macroeconomic imbalances,
antitrade biases, war and civil conflict, lack of investment in agriculture, and high inci-
dence of disease in rural areas. But the importance of these factors changed during var-
ious decades. For some African countries the emergence of mineral exports appreciated
exchange rates during the 1970s, which had a Dutch-disease effect on agriculture and
agroindustry. Also, Africa’s economic growth and exports began to decline during the
difficult transition from colonial rule to independence in the 1960s. The commodity
boom facilitated increases in public and private indebtedness that, like LAC, ended
up in the debt crisis of the 1980s in several countries.

Asia, however, continued growing, mostly determined by domestic conditions and
internal economic growth during the 1960s and 1970s. In general, the density of the
population and the mostly small-farm basis of production have made agriculture basi-
cally a domestic affair: Neither on the export nor the import side have the ratios of
trade to domestic production gone beyond the 10-15% range. As in LAC and even
probably to a larger extent advances in agricultural technology, irrigation, and infra-
structure in general provided the material underpinnings for that fast growth.

5.2.2 The 1980s

After the second oil crisis at the end of the 1970s, inflation jumped to two digits in
industrialized countries, and a series of elections brought new governments that
changed the focus of policies from trying to sustain growth through Keynesian policies
to fighting inflation using monetarist approaches. Nominal interest rates were raised
substantially above inflation rates, leading to high real interest rates (10.6% and 4.1%,
respectively, on average for the 1980s, with a peak of about 6-8% in real terms in
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the early 1980s; see Section 3). This policy change led to the global recession of the
early 1980s, with world growth in 1982 being the lowest of the last five decades until
the current downturn.

The deceleration of the world economy in the early 1980s did not cause an imme-
diate decline in the prices of commodities because the United States acted as a demand
buffer for agricultural products (due to the Farm Bill of 1980), and Saudi Arabia func-
tioned as a supply buffer for oil. With the new U.S. Farm Bill of 1985 and the breakup
of discipline in OPEC, plus the important changes in supply and demand discussed in
Section 3.4, the result was a generalized decline of commodity prices in the mid-1980s.

The impact of these changes in world and domestic macroeconomic conditions on
the agricultural sector differed by region. In LAC the accumulation of external debt
during the period of high commodity prices led to the debt crisis of the 1980s. Deva-
luations of the exchange rates and the progressive advance of trade liberalization were
supposed to remove the policy bias against agriculture that may have existed. Real
exchange rates depreciated as many countries in the region favored export and import
substitution agricultural productions. However, reductions in government expendi-
tures in infrastructure and technology as well as the elimination of marketing and price
support programs that were benefiting specific crop and livestock production in several
countries tended to negatively affect supply. Furthermore, the higher cost of imported
inputs (as a result of the devaluations) and the reduction of credit to agriculture by the
public and private banking sectors (partially linked to structural-adjustment programs)
had a negative impact on agricultural production. The slowdown in domestic demand
affected livestock and dairy productions, which usually have an important component
of domestic consumption; the crisis of the industrial sector carried over to some agri-
cultural raw materials; and the weakness in world markets hit hard exportable agricul-
tural goods and made it difficult for LAC governments (already fiscally constrained by
the debt crisis) to continue the support of some import-substitution products, such as
wheat in Brazil and Chile (Diaz-Bonilla, 1999). As a result of this combination of pos-
itive and negative circumstances, agriculture in LAC, although it continued to grow in
the 1980s and performed better than the rest of the economy (particularly industry)
during that harsh decade, the overall performance of the sector was worse than in
the 1960s and the 1970s. The fact that during these earlier decades, when it was argued
that agriculture suffered from a negative policy bias in incentives, agricultural growth
was clearly higher than in the 1980s (when the bias was being removed) points to
the importance of considering other income, demand, technological and cost factors
when evaluating the performance of the sector.

In Africa, the impact of the debt crises was also felt in adjustments in exchange rate
and fiscal policies. At the same time, competition from other regions, including
the transformation of the European Union from a net agricultural importer during
the 1960s and 1970s into a net exporter in the 1980s, affected agriculture in Africa.
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The low prices of the 1980s also discouraged investments in the rural sector of many
developing countries that came to depend on cheap and subsidized food from abroad
and contributed to turning many of them, including a number of countries in sub-
Saharan Africa, from net food exporters into net importers. Also during the 1980s
there were disruptions related to the expansion of the Cold War to that continent.
The East/West conflict appears to have hit Africa particularly hard, reinforcing and
militarizing ethnic divisions.'"”

In summary, both Africa and LAC suffered more than Asia from the change in
world macroeconomic conditions in the 1980s after the second oil crisis. That crisis,
along with changes in agricultural and trade policies in developed countries, led to
the worldwide collapse in agricultural commodity prices during the second half of
the 1980s. The heterogeneous performances were in part related to the different policy
reactions, with Asia adjusting earlier and more efficiently to the economic shocks
(Balassa, 1989). But the decline in world export shares by Africa and LAC also reflected
the fact that these regions were more dependent on developed countries’ markets for
their exports than was Asia and that sectoral and trade agricultural policies in rich
countries were changing during the 1980s in ways that undermined agricultural and
agroindustrial production and exports from developing countries. The negative impact
of industrialized countries’ agricultural policies on the agricultural sector of developing
countries has been amply documented (see, among others, Diao, Diaz-Bonilla, and
Robinson, 2003).'%

On the other hand, Asia, as already mentioned, followed a different path, mostly
determined by domestic conditions. In addition, as being mostly a net importer of pri-
mary agricultural products, the decline in international prices of commodities during
the 1980s might have even benefitted Asia. At the same time, capital flows to Asia were
smaller in the 1970s than those entering Africa and LAC. The adjustment to changed
global macroeconomic conditions (with very high real interest rates) did not affect Asia
as much as LAC and several countries in Africa, which had also to absorb larger rever-
sals in capital flows. Having avoided the crises of the 1980s, the good overall economic
performance of the region generated growing internal markets that supported the
expansion of primary agriculture and agroindustry.

5.2.3 The 1990s

After the early 1980s recession, the world moved to a lower rate of economic growth
compared to the 1960s and 1970s—a shift that in part can be attributed to the eco-
nomic consequences of the previous period of high growth and inflationary pressures
in both developed and developing countries—and most commodities entered the
decade of the 1980s with expanded supply capabilities created by both market forces
and policy decisions reacting to high prices. The consequence was that real prices of
commodities continued declining into the 1990s. In the case of agricultural products,
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industrial countries’ programs of protection and subsidization continued while in many
developing countries they were dismantled as part of stabilization and structural adjust-
ment programs supported by the IMF and the World Bank.

From early 1994 to mid-1995, the U.S. monetary authorities initiated a period of
tightening, increasing the federal funds rate about 300 basis points. The dollar, which
had weakened in the previous years during the period of slow growth and low returns
to assets, changed course and began to appreciate. Various middle-income countries
that have currencies pegged to the dollar, particularly in LAC and Asia, began to lose
external competitiveness. However, resorting to devaluation to restore competitiveness
was not that simple, given the level of indebtedness in hard currency and the impact
that such devaluation would have on the balance sheets of debtors and on the financial
sector that had intermediated those hard-currency loans. The main difference from the
crises of the 1980s (when international banks intermediated petrodollars, mainly to the
public sector) was that in the 1990s an increasing component of external debt was held
by the private sector. Devaluations were eventually forced by the reversal of capital
flows to developing countries, and, as noted in Section 3, a second wave of debt crises
erupted in developing countries, first in Mexico in 1995 and then in East Asia (1997),
Russia (1998), Brazil (1999), and Argentina (2001).

In LAC trade and economic liberalization (including the accelerated pace of
regional economic integration), the return of capital flows and the resumption of total
domestic growth supported agricultural production. The latter was further helped by
better international conditions once the world recovered from the mild recession at
the beginning of the 1990s and agricultural trade wars between the EU and the United
States declined in intensity.

In Africa, macroeconomic imbalances and antitrade policies began to be corrected
during the 1990s in several countries, and agricultural growth recovered significantly.

In Asia, aggregate growth continued strong, even though the cycle of high inflow
of capitals during the first part of the decade, followed by sharp reductions after the
financial crises of 1997, appeared to have somewhat affected some of the East
Asian countries. South Asia, on the other hand, experienced during the 1990s the best
agricultural growth, along with the decade of the 1960s.

5.2.4 The 2000s

The sequence of financial crises in developing countries in the late 1990s and early
2000s eroded the demand side of many commodities, and devaluations in producing
countries, such as Brazil and Argentina, expanded the supply of several of them. The
unraveling of the technology boom in the United States and other industrialized
countries and the events of September 11, 2001, led to the slowdown in the early
2000s in the U.S. and world economies. These supply and demand changes, combined
with an appreciating dollar that reached its peak in the early 2000s, forced commodity
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prices, in general, to the lowest nominal levels in decades and to the absolute lowest
real values for the whole history of data on them.

However, there were several developments at the global level that, incipiently since
the mid-1990s and with full force once the early 2000s world slowdown was over,
began to impart an increasingly expansionary tilt to macroeconomic policies world-
wide. The millions of workers incorporated in the global economy due to the policy
changes in China and the end of the Cold War put downward pressure on salaries
and prices of manufactured goods, helping reduce inflationary trends. This, in turn,
allowed central banks in industrialized countries to pursue more expansionary mone-
tary policies. In the case of the United States, the easing of monetary conditions that
started due to concerns about the impact of the change of the year 2000 on computer
networks was reinforced after the “dot-com” collapse and the terrorist attacks of Sep-
tember 11. Until 2004 nominal rates were kept at very low levels not seen since the

1950s, and even then interest rates were held down for shorter periods.'”’

This strong
(and, some have argued, exaggerated) monetary impulse eventually led to the eco-
nomic acceleration that the United States and the world have experienced in the
2000s until recently, and it contributed to the subsequent sharp decline later in this
decade.

That expansionary monetary policy was further reinforced by significant increases
in private leverage (i.e., the amount of credit and debt built over a given level of
incomes and capital). This increase in leverage was based on a lower perception of risk,
fostered by (1) the relatively low volatility and high growth that the world had experi-
enced since the mid-1990s, which some have dubbed the “Great Moderation” (see,
among others, Bernanke, 2004), and (2) technological innovations in credit instru-
ments that seemed to reduce risk (such as credit default swaps) or disperse it in a more
manageable way (such as securitization and tranching of asset-backed instruments).
A related development was the emergence, during the last decade, of a parallel banking
and financial structure (which some have called the “shadow banking system”) that has
been borrowing short term and lending long term using securitized financial vehicles
on both ends (Hamilton, 2007).

Monetary policies were also expansionary in developing countries. China main-
tained a semifixed exchange rate regime with the U.S. dollar, which generated cur-
rent account surpluses and accumulation of reserves, expanding its own domestic
money supply and accelerating growth. The Chinese reserves were invested in dol-
lar-denominated instruments, mostly U.S. public bonds, contributing to the reduc-
tion of long-term interest rates. This arrangement was dubbed Bretton Woods II
by some (see Dooley et al., 2003). Similar mechanisms operated in various Asian
and Latin American countries that, to avoid the disruptions caused by the financial
crises of the 1990s, accumulated reserves in their central banks, expanding their
money supply, and invested those reserves outside their countries, in many cases in
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dollar-denominated assets, also putting downward pressure on global interest
rates. Oil producers (and, to a lesser extent, other producers of commodities), bene-
fiting from the increase in the prices of their products, also accumulated reserves,
with similar internal and external monetary consequences. By keeping longer-term
interest rates low, these capital flows contributed to the housing and stock market
bubbles.

Developing and emerging countries became net exporters of capital, which, along
with traditional surpluses from Japan, went mostly toward the United States, and the
current account of this country that had briefly gone back into equilibrium during
the recession of early 1990s started a sustained process of growing external deficits since
the mid-1990s, until it reached the record of more than 6% of the U.S. GDP (Farrell
et al., 2007). The continuous expansion of the U.S. trade deficit (reflected in the wid-
ening current account deficit) and low interest rates supported global growth. This, in
turn, began to push up nominal and real prices of several commodities, particularly
metals and energy. The devaluation of the U.S. dollar since the early 2000s also added
pressure to the prices of commodities.

For agricultural goods, besides the resumption of world growth and greater demand
from developing countries, higher nominal prices have been also influenced by compe-
tition with crops oriented to energy use (which, in addition, are subsidized in main
industrial countries) and weather patterns (Von Braun, 2007).

The very accommodative U.S. monetary policy began to be reverted by mid-2004,
putting in motion the events that led to the housing and related credit events of 2007
in several industrialized countries: The housing market peaked in early 2006 and started
to decline sharply, whereas the stock market peaked in late 2007 and turned
downward.

Clear signs of financial distress in mid-2007 led to a strong change in monetary pol-
icy by the Federal Reserve toward a more expansionary stance. The large price
increases of commodities in the second half of 2007 and early 2008 appear to have been
influenced by such monetary easing, which at that time led to fears of inflation and the
decline in the U.S. dollar, prompting investors to turn to commodities as inflation
hedges in a context where alternative investments in stocks and other assets did not
show good returns (Frankel, 2006). This was combined with declining inventories in
a series of commodities to generate the large price increases. Other factors such as
world growth, supply conditions, or biofuel laws (although part of the structural rea-
sons for strengthening prices), did not change in the second half of 2007 and first half
of 2008 so as to explain the sudden increase. Changes in trade policies of several key
countries also contributed to the run-up. Still, most real prices, as mentioned in Section
3, stayed below 1970s levels.

By mid-2008 financial stress was evolving into a full-blown financial crisis. As of
this writing, a serious economic downturn is still unfolding.
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All the changes in the world macroeconomic scenario during the current decade
appeared to have contributed to a general slowdown of agricultural growth in devel-
oping countries during the first part of the 2000s, but this set the stage for the explo-
sion in prices in the second half of 2007 and early 2008. Going forward, a strong
world deceleration in 2009, extending possibly to 2010, appears unavoidable. Once
the current recession is over the main question will revolve around the medium-term
trend for commodity prices and agricultural growth in general and in developing
countries in particular. This analysis requires characterizing both the current global
recession and the potential paths out of it, topics that largely exceed the coverage
of this chapter (see Diaz Bonilla, 2008 and forthcoming). It is clear, however, that
future trends for agricultural growth and prices will depend (in addition to the usual
impact of population growth, urbanization, and related consumption patterns) on the
complex links of energy, agriculture, the resource base, climate change, and the
environment (see Figure 30; from Diaz-Bonilla, 2008).

Regarding primary agricultural prices and agricultural growth, during the 1970s
energy prices affected these issues mostly through the costs of production (through inputs
such as fertilizers and gas/oil) while consumer prices were also influenced by transporta-
tion and processing costs. Now the energy-agriculture equation is more complex: In
addition to the same production, transportation, and processing links, we have two other
channels. First is the competition for land, water, labor, capital, and inputs in the produc-
tion of biofuels. Second is the impact on climate change of the energy matrix. Though
the previous episode of high oil prices led to additional oil discoveries, such as in the
North Sea, now simply following a fossil-based growth strategy based on new sources
(such as Canada’s oil shale) is not feasible, given the climate-change constraints.

Therefore, projections of agricultural prices and growth on any forecasting horizon
are more linked to energy prices and sources. After the current down cycle is over and
even with milder world growth in the medium term, potential imbalances in world
energy markets for the next few years are looming (International Energy Agency,

Climate and
Environment > Energy

*World Sustainable Energy
*Energy and Poverty
*Energy and Food Security
*Energy and Health

Agriculture “«—» Resource Base

Figure 30 Links among energy, environment, agriculture and poverty.
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Table 31 Energy, population, and GDP, 1950-2050

1950-1960 2004 2050
Population (M) 2500 6400 9000/10,000
GDP (US$M, 1990) 5300 36,000 105,000/115,000
Nonfood energy (exajoules) 90 460 800/900
Food energy (exajoules) 10 28 39/43

Source: Calculations by author based on World Bank data (2006).

2007). In the longer term, the requirements are even more daunting. Table 31 shows
the evolution of population, GDP, and nonfood and food energy requirements from
the 1950s—1960s to 2004, with long-term projections for 2050 under some variations
of current trends. The three data points are separated by about half a century.

In terms of energy sources, the supply of coal is more than adequate to meet the
world’s requirements, but of course there is the problem of greenhouse emissions, and
as yet there are no viable energy alternatives for transportation, which is projected to
increase with more population and economic activity. Over time, the implications of
energy consumption for climate change may carry significant consequences for the evo-
lution of agricultural production in developing countries, and more generally, for their
societies. The combination of issues surrounding energy use, economic development,
poverty alleviation, and climate change is affected by a market coordination failure of
global proportions (Stern, 2006) and, similarly to the shorter-term macroeconomic
imbalances discussed mostly in Section 3, they are problems for which there are no
widely accepted international mechanism for their resolution.

5.3 Some Concluding Words
This chapter has tried to document both some crucial world macroeconomic develop-
ments,and the important changes in domestic macroeconomic policies in developing
countries, all of which have had visible effects on the agricultural sector of the various
developing regions. Exchange rates have been unified in many of those countries,
regimes appear to have moved toward managed floats, and there have been clear
movements toward devaluation of the RERs. All this should imply less frequency of
exchange rate crises, after the spate of traumatic episodes of the mid- to late 1990s.
However, a question mark is the behavior of countries with inflation targeting regimes
that might have led to the appreciation of exchange rates during the period of bonanza
and now have had to absorb important devaluations.

Fiscal policies appear more constrained, in no minor measure because of the lingering
effects of the debt crises of the 1980s and 1990s. Although the levels of expenditures may
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be less than what would be needed to develop a dynamic agriculture, it seems, at the
same time, that the composition expenditures in agriculture appear to have moved some-
what toward more efficient uses, with a relatively greater focalization on public goods.

Developing economies have been operating in a less inflationary environment, and
monetization or financial deepening of the economies seems to have been increasing,
which could lead to further expansion of agricultural credit as part of the general
increase in private credit. Still, monetary policies also appear constrained by the open-
ing of capital accounts and the spreading of dollarization in several developing
countries, and interest rates appear relatively high in real terms in many developing
countries. In any case, the past approach of financing agriculture by resorting to gener-
ous rediscounts from the central bank to be channeled through specialized institutions
seems restricted by both the general monetary conditions and the problems of those
intermediaries in the past. However, the agricultural sector in many developing
countries still requires differentiated credit approaches, which would have to be framed
by an appropriate general monetary program and managed by sustainable institutions.

Developing countries have been reducing overall trade protection, and now in some
cases agriculture may be more protected that industry. Overall, all these adjustments in
exchange rates, trade and other macro policies, appear to have eliminated or at least
reduced the “policy bias” against agriculture, if it ever existed properly measured.

Agriculture in developing countries should benefit, in general, from this improved
domestic policy setting. Those advances, however, must be set against an international
economy in which protectionism and subsidies, mostly in industrialized countries, con-
tinues, where capital flows have generated recurrent financial crises, and where financial
liberalization (in the context of weak financial institutions) appear to maintain high real
interest rates. The current global recession is another negative condition that works
against the advances in macroeconomic domestic policies in many developing countries,
which, although with some dispersion, have clearly improved during the last decade. For
instance, developing countries have in general tried (1) to strengthen the fiscal position of
the public sector, reducing public sector debt ratios and even using additional resources
from high commodity prices to create countercyclical funds (a stronger fiscal position
of the public sector will be needed to set up safety nets for the poor and vulnerable dur-
ing the coming slowdown); (2) to avoid rigid and appreciated real exchange rates that
could lead to trade imbalances and excessive accumulation of external debt; and (3) to
maintain relatively higher levels of reserves in central banks than in the past, as a precau-
tion against possible global turbulence that could lead to declines in growth and com-
modity prices and could stop or revert capital flows to developing countries.

In analyzing the links of these world and domestic macroeconomic changes to agri-
culture, it seems important to remember that not all agricultural products function as
pure tradables and that, among the latter, there are export-oriented and import-
competing products, all of which may be affected differently by specific macroeconomic
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policies. In this regard, it is also relevant to notice the differences between agricultural
products (such as feed grains) that are inputs to other activities (such as beef and poultry
production), and the potential diftering impacts of the same macroeconomic event (see
for instance, the already mentioned work by Shane and Liefert (2000) on the impact of
the Asian crisis on different agricultural products in the cases of Indonesia and Korea).
At the same time, however, liberalization of trade policies, improvements in infrastruc-
ture and logistics, and more uniform and science-based sanitary and phytosanitary poli-
cies may be increasing the tradability of all agricultural products. Also, whatever
happens to agricultural products, incomes of agricultural families in various developing
countries will still show different compositions of rural/urban and tradable/nontradable
activities, with a potential variety of effects on employment, poverty, and food security.

Once the current recession is over, it could be argued that with a more stable world
and domestic macroeconomic environment and if the important policy-induced imbal-
ances in world agricultural and financial markets are diminished, the evolution of agri-
culture in developing countries will return to being determined more by the internal
dynamics of the sector, defined by increasingly market-oriented sectoral policies and
the traditional interplay of technology, population, weather, and natural resources.
The main question is for how long the cycle of technological change, spurred by the
Green Revolution, can continue and be adapted to the daunting challenges presented
by the interface of energy supply, climate change, management of natural resources,
and agricultural and food production.

Agriculture in developing countries, and the welfare of the whole world, will depend
on how industrialized and developing countries resolve the two big coordination problems
humanity is confronting: first, the resolution of the macroeconomic imbalances in the short
term, and second, how to solve the market and institutional failures associated with energy
and climate issues, which over time will become ever more relevant for poverty trends in
developing countries. Building a world economy that is macroeconomically stable, based
on sustainable energy, and capable of ensuring the benefits of progress to everyone requires
that humankind properly address those two crucial issues of global governance.

End Notes

1. This is particularly the case of Chapter 29: “Agriculture and the Macroeconomy, with Emphasis on
Developing Countries,” by Maurice Shift and Alberto Valdes; Chapter 30: “Agriculture and the
Macroeconomy,” by Pier Gorgio Ardeni and John Freebairne; and Chapter 34: “Agriculture in
the Macroeconomy: Theory and Measurement,” by Alex McCalla and Phil Abbot. Other relevant
chapters in that handbook include Chapter 28: “Applied General Equilibrium Analysis of Agricul-
tural and Resource Policies,” by Thomas Hertel; Chapter 31: “Agriculture and Economic Develop-
ment,” by Peter Timmer; Chapter 32: “The Rural Sector in Transition Economies,” by John Nash
and Karen Brooks; and Chapter 33: “Rural Development and Rural Policy,” by Elisabeth Sadoulet,
Alain DeJanvry, and Rinku Murgai.
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. The argument of Stock and Watson refers mainly to the U.S. economy. Similarly, Aguiar and

Gopinath (2004) argue that for developing countries, “the cycle is the trend.”

. The way these transactions are placed in the table assumes a specific direction of payments and receipts

(i-e., who is paying and who is receiving). These transactions can be changed from cell to cell to repre-
sent a different direction of the flows, or they can be kept in the same cell with the sign reversed.

. The accounting conventions of the System of National Accounts distinguish an activity sector

“Government” producing public sector services (through the purchase of goods and services from
the different productive branches and the purchase of factorial services) and “Government” as an insti-
tutional sector buying those services at the cost of production. Here we show only Government as
institution; the other conception of “Government” is aggregated in the single Activity/Commodity.
The value of G is financed through taxes and other means in the Current and Capital accounts of
the Government as an institution (see the following discussion).

. Capital can be broadly defined to include land in agriculture and other nonlabor factors.
. GDP at factor cost is YL 4+ YK + DEPR = C 4+ G + INVp + INVg + EX — IM — (Tint + Tm).

Net Domestic Product is obtained by subtracting DEPR from both sides, and it can be expressed at
factor costs or market prices.

. The treatment of financial intermediaries is the subject of some controversy within national account-

ing. The discussion centers around what is the output of the banks and how to treat the difterence in
interest paid and received by the banks (this, of course, also includes the case in which banks may be
receiving, but not paying, interest, as when the Central Bank extends credit through the creation of
fiat money and when commercial banks provide credit based on deposits in checking accounts on
which they do not pay interest). The solutions suggested have been to treat that difference as either
a “factor-type service,” in which case interest payments are always part of the value added generated
in the sector using the financial capital, or a “commodity-type service,” in which case interest pay-
ments are treated as intermediate consumption of, and are from income generated in, the sector
using the financial capital but give rise to income in the owning sector (Mamalakis, 1987, p. 171).
This broadly coincides with the economic specification of money in the production function or
money in the utility function (see, for instance, Blanchard and Fischer, 1989, Chapter 4).

. Quantities are net of losses but may include agricultural production for self~consumption and own-

production that is utilized as intermediate inputs to other agricultural production in the same unit (in
the latter case they must then be included in costs, or they may be netted out from production and
costs in the equation).

. For instance, Prebisch, 1950 noted that although cycles in industrialized countries were mainly

related to movements in domestic aggregate demand, in developing countries economic oscillations
were linked to exports. From that observation, he derived policy observations regarding macroeco-
nomic management in developing countries as different from industrialized ones.

. Several comments are in order. First, this chapter only tries to give a sense of the macroeconomic policies

in different settings, not to conduct an exhaustive and difterentiated analysis by region. Because the data on
the countries emerging from the former Soviet Union is scarcer than for other regions and/or covers only
the last decade or so, in several of the comparative analyses presented in the text, that region might not
appear prominently. Second, it must be noted that sometimes the aggregate data is for the region as a
whole (in which case the numbers are dominated by the largest countries in that region) and sometimes
may be the average (or the median) for all countries in that region, without weighting by size of the econ-
omy. Each one of those two different ways of characterizing the situation in a region or group of devel-
oping countries has its advantages and disadvantages, depending on the objective of the analysis. The text
will try to clarify what indicator is being used in the specific context.

Besides the general policy implications, the paper focuses on the issue of classifications for trade
negotiations, particularly with respect to their food security status under current WTO rules and
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14.

15.

16.

17.

18.

19.

20.

ongoing negotiations, such as developing countries, least-developed countries (LDCs), net food-
importing developing countries (NFIDCs), and the issue of food security within the “multifunction-
ality” approach suggested by some developed countries. Diaz-Bonilla et al. conclude that (1) there
does not seem any basis for the claims advanced by several developed countries regarding food secu-
rity as part of the “multifunctionality” of agriculture, and the discussion of food security should be
limited to the vulnerability of some developing countries; (2) however, granting food security excep-
tions to developing countries as a whole fails to discriminate among them; (3) being a NFIDC
appears to be only a weak indicator of food vulnerability; (4) LDCs, on the other hand, include
mostly countries suffering from food insecurity, and (5) some developing countries that appear in
food-insecure categories are neither LDCs nor NFIDCs; therefore, limiting the special and differen-
tial treatment related to food security problems only to LDCs or food-insecure NFIDCs would leave
them out.

. For instance, about %4 of Mexico’s agricultural exports are oriented to the United States and Canada;

on the other hand, for Argentina and Uruguay only about a third of their exports go to developed
countries.

African agricultural exports are still dominated by coffee/tea/cocoa and have a larger
incidence (about 10%) of textile fibers in total exports. Compared to other regions, Asia has a larger
incidence of cereal exports, with about 13% of total exports. All three regions are net exporters of
fruits and vegetables and coffee/tea/cocoa, but LACs have a stronger net export position than the
other regions in those products. Of the three developing regions, LACs have the larger incidence
of meat exports, with around 6% in total exports (Diaz-Bonilla Thomas, Robinson, and Yanoma,
2002).

The trend is calculated using the Hodrick-Prescott filter (power 4; smoothing parameter 6.25). The
aggregation is at market exchange rates. The IMF also calculates a world growth variable, aggregated
using PPP exchange rates as weights. The world growth variable calculated with PPP weights shows
higher world growth rates than at market exchange rates because it gives more weight to
fast-growing developing countries such as China. Here market exchange rates are utilized, consider-
ing that growth impulses from trade and financial flows are transmitted at market, not PPP, rates.
This chapter primarily follows the country aggregates defined in the World Development Indicators
of the World Bank. The other developing regions are East Asia and the Pacific (EAP) and South Asia
(SA). The category of “low- and middle-income countries” is taken here to represent all developing
countries. The world total is completed with the category “high-income countries” (which, in
World Bank aggregations, is divided into the high-income countries of the Organization for
Economic Cooperation and Development and the rest).

Excluding India also does not make much of a difference because its growth, contrary to China’s, has
stayed close to the average for all developing countries.

It is customary to use industrial growth in developed countries (which is supposed to have a stronger
linkage with developing countries through tradables) instead of fofal growth in those countries
(which mixes growth of tradables and nontradables) to run causality analyses. For developing
countries, on the other hand, total growth is used.

These numbers come from comparing the value of one standard deviation in industrial production
(about 3 percentage points) with the impact coefficients shown in Figure 3.

It has been argued that not all trade increases comovements equally: Intraindustry trade increases syn-
chronization more significantly than does interindustry trade.

In Diaz Bonilla (2008), there is a brief analysis of the correlation of growth across developing regions.
It is noted that LAC, SSA, and MENA, which are commodity-producing regions, were more cor-
related in the 1960s to 1980s, when prices of commodities also had strong comovements (see the fol-
lowing discussion on commodity prices). During the 1990s and 2000s, the correlation in growth was
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stronger between LAC and EAP, which benefited from capital flows and then suffered from their
withdrawal (capital flows are also analyzed later).

The VAR includes a dummy for El Nifilo/La Nifa events (due to the impact of weather on agri-
culture) and a constant. The Akaike and Schwarz criteria are utilized to define the length of the
lags.

The ordering utilized here is total world GDP and agricultural GDP. Changing the ordering does
not modify the results.

Volatility of GDP, or consumption growth, is calculated as the five-year moving average of the stan-
dard deviation of growth of the respective variable divided by the five-year moving average of its
mean. This is done for every developing country. Then the median over all developing countries
is calculated for every year, and averages are taken for the decade.

Figure 6 shows the evolution of short- and long-term real interest rates, represented respectively by
the one-year U.S. dollar London Interbank Offered Rate (LIBOR) and the 10-year U.S. bond rate.
The chart also includes the U.S. prime rate in real terms. The deflator is inflation measured by
the U.S. Consumer Price Index.

IMF projections for 2009 point to world growth rates (at market exchange rates) lower than in 1982,
indicating a very deep downturn.

The ordering utilized, based on Granger causality tests, is world growth, changes in interest rates, and
changes in real world agricultural prices.

High (low) inflation is usually associated to high (low) volatility (see, for instance, Fischer, 1993).
Data in the charts are deflated by the U.S. Consumer Price Index, which would indicate the capacity
of those commodities to buy the consumption basket of the United States. Another common defla-
tor is the export unit value of industrialized countries. The resulting index can then be interpreted as
the capacity of the commodities considered to buy the bundle of export goods from developed
countries. Using either deflator the story is broadly the same.

For some products, such as cereals, beef, and sugar, the EU moved from being a net importer to
becoming a net exporter. In the 1960s and 1970s the current countries of the European Union
imported, per year, an average of about 21 million metric tons (MT) of cereals, 550,000 MT of beef,
and 2 million MT of sugar; since the 1980s, however, and until the 1990s, those countries became
net exporters of 18 million MT, around 500,000 MT, and almost 3.5 million MT for the same pro-
ducts, on average, per year (Diaz-Bonilla and Reca, 2000).

The World Bank sharply curtailed its agricultural lending, including for integrated rural develop-
ment, as the decade of the 1980s progressed; it declined (in constant 2001 U.S. dollars) from about
$5 billion and some 30% of total World Bank lending in the late 1970s and first half of the 1980s to
$3 billion and 10-15% of total lending in the second part of the 1980s. By the early 2000s agricul-
tural lending had declined further, to about $1.5 billion and 7% of total World Bank loans. Similar
trends occurred in other multilateral institutions and individual donors (Lipton and Paarlberg,
1990).

It has also been noted that the positive social impact of growth based on ores and metals or energy
products seems to be lower than for other commodities (Sachs and Warner, 1995; Tsangarides et al.,
2000). However, these general eftects also depend on specific country eftects. For instance, ores and
metals represent a high share of merchandise exports in Chile (46%) and Peru (41%). But during the
2000s Chile has shown a better growth and poverty reduction performance than Peru: 4.4% growth
and 2% of poverty headcount (using the World Bank measure of US$1/day) in the case of Chile,
compared to 4% and 14%, respectively, for Peru.

A possible reason for that correlation is that negative global weather eftects, which affected agricul-
tural and total growth in South Asia, also led to high world prices for food products, particularly in
the 1960s and 1970s.
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In Dollar and Kraay (2001) the numerator of the trade/GDP variable is defined as exports (X) plus
imports (M), and GDP is defined as domestic absorption (D) plus exports minus imports. Then the
variable is (X + M) / (D + X — M). Countries hit by declines in the prices of their main exports
are also forced to cut imports (given a certain level of sustainable financing of the trade deficit),
which reduces the value of the numerator. If, as usually happens, financing of the trade
deficit also dries up because lenders see the decline in export values that is the implicit collateral,
then the trade deficit declines, which means that the value of (X — M) increases, pushing the value
of the denominator up. Decline in exports and import contraction also affect D negatively, but
usually the absolute value of the changes in X, M, and the trade deficit are bigger than the decline
in D, forcing the trade/GDP variable down. Therefore, the collapse in export prices has caused
declines or stagnation in the “globalization” variable and in the growth rate, generating the mis-
leading correlation.

Terms of trade are defined as price of exports divided by price of imports, calculated from national
accounts.

References to the euro before it was created correspond to the previous equivalent basket of
currencies.

It must be noted, however, that the largest values of capital flows in the last decades have been
among industrialized countries (not shown here).

The percentage reported is the absolute value of the reversal in the current account of the balance of
payment relative to the GDP of the country; for instance, if the country had a deficit in the current
account of 5% of the GDP before the crisis and after that event had a surplus of 3%, the reversal was
8% of GDP.

A greater impact on those rural populations that were more dependent on urban employment was
also observed in the 1980s crisis in LAC, where migration toward the cities was stopped and even
reversed in several countries.

Developing countries in Figure 14 do not include China and Middle East. Also, Hong Kong,
Singapore, Korea, and Taiwan, labeled the newly industrialized Asian economies (NIAE), are con-
sidered separately.

In Figure 14 Japan is combined with China and the NIAE. During that period it was basically Japan
that generated the surpluses. Large surpluses in the CA of China and the NIAE happened later, since
the late 1990s and early 2000s.

Although the variables associated with the mercantilist motive are statistically significant, Aizenman
and Lee found that the economic impact in accounting for reserve accumulation is minimal com-
pared with the precautionary motive.

Trade is the sum of exports and imports of goods and services measured as a share of gross domestic
product.

The conclusions of the analysis may vary depending on what indicators are being utilized. For
instance, the high ratios for SSA have been presented as evidence that “excessive” globalization leads
to poor economic performance (Mazur, 2000). But, with higher levels of openness East Asian devel-
oped countries have done better. On the other hand, a commonly quoted study in support of glob-
alization by Dollar and Kraay (2001) has compared changes in openness rather than absolute levels and
concluded that those more globalized (in changes) have done better. Yet, looking at levels instead of
changes in levels, either of trade/GDP ratios, or import tariffs, countries labeled as “non-globalizers”
by Dollar and Kray have larger ratios of trade to GDP and lower tariffs than the countries labeled as
“globalizers” (see Figures 1 and 2 in Dollar and Kraay, 2001).

For a comparison of export and import ratios for developed and developing countries and various
products, see Diaz-Bonilla (2001).
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Another component of macroeconomic policies relate to labor market issues. This is a vast topic in
itself that is not addressed here (see, for instance, Agenor, 1996).

More recently, macroeconomic books have focused on long-term growth issues; see, for instance,
Romer, 1996 and 2001.

Latin American industry had emerged in good measure as a result of growing demand in the region
and the natural protection offered by the breakdown of trade and finances during the Great Depres-
sion and the two World Wars.

Borrowing from the current debate that focuses on agriculture (see OECD, 2001), the “multifunc-
tionality” of industry appeared substantial for policymakers in the 1950s and 1960s. Diaz-Bonilla and
Tin (2006), on which part of this section is based, present a more detailed comparison of the current
debate on multifunctionality in agriculture with the older one on industry. Among other things, they
note that though the early development literature appeared to assign zero marginal value to labor in
the agricultural sector, or at least a value far smaller than in alternative uses (Lewis, 1954), now the
multifunctional approach to agriculture seems to assign a higher value to employment in agriculture
than to alternative uses, at least in industrialized countries. Of course, in both cases, the issue is not
only the postulated “multifunctional” effects of a sector but the general equilibrium impacts of the
policies followed, which may deny the beneficial contribution of other sectors that would shrink
due to the excessive expansion of the favored sector. Diaz-Bonilla and Tin also note that given some
world demand conditions, expanding the agricultural supply in industrial countries on account of its
multifunctionality there will most certainly lead to the displacement of agricultural production in
developing countries, denying the latter the postulated multifunctional eftects of their agriculture.
Alternative scenarios discussed at that time suggested that the flow of savings not captured by, and
the demand for credit rationed out of, the formal sector may spill over to the informal or “curb”
market (Van Wijnbergen, 1983). Instead of savings being locked into unproductive or inefficient
alternatives, they would flow through the operation of the informal sector. Then, increasing interest
rates in the formal sector would only divert funds out of the “curb” market, and if for some reason
the latter is more efficient in the process of financial intermediation, the impact of that policy recom-
mendation over growth, prices, and economic efficiency might be negative. Another element of the
debate was whether the liberalization of the interest rate could have stagflationary eftects (at least in
the short run) through the channel that links aggregate supply to the interest rate via production costs
related to working capital (see, among others, McKinnon, 1973, and Kalpur, 1976).

The next paragraphs are based on Jensen, Robinson, and Tarp, 2002.

The simulations also beg the question why those more stable macroeconomic policies were not fol-
lowed in Argentina during the period analyzed, and the answer has to be looked at in terms of polit-
ical economy considerations. For instance, Diaz-Bonilla and Schamis (2002) discuss the political
economy of macroeconomic instability in Argentina, focusing on the exchange rate. A more general
study by the World Bank notes the important income inequalities and the political clashes leading to
the interruption in democracy in Argentina because the proper institutions for inclusion were not
created by the elites during the golden age, from the 1870s to the 1920s (see World Bank Develop-
ment Report 2006 Box 6.2, p. 113).

Currency substitution usually refers to the behavior of domestic agents who abandon local currency in
favor of foreign currencies considered to be better stores of value.

Fiscal policies also have had important effects on agriculture in developed countries. For instance,
O’Mara et al. (1999) argue that fiscal policy in Australia had destabilizing effects on interest rates
and the real exchange rate from the mid-1970s to the mid-1980s, but since then it helped stabilize
those variables, which was important to increase supply.

Fiscal data is from the World Development Indicators of the World Bank. It provides a general view,
but it does not cover all expenditure categories or levels of government involved.
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. This is a limited indicator of the size of the public sector to the extent that it does not include public
investments and transfers, among other things.

The countries included in the study were Bangladesh, China, India, Indonesia, Republic of Korea,
Malaysia, Myanmar, Nepal, Pakistan, Philippines, Sri Lanka, and Thailand.

The countries are Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Ecuador, Guatemala,
Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Dominican Republic, Uruguay,
and Venezuela.

Those are explicit taxes. It has been already mentioned that some studies argued that implicit taxes
such as overvalued exchange rates, nontarift’ barriers, import tariffs, and procurement programs
(monopoly marketing) affecting output prices have been more important in defining the level of tax-
ation of agriculture (see, for instance, Krueger, Shift, and Valdes, 1988). The issues raised by those
interventions are discussed elsewhere in this chapter.

In general, it has been shown that the overall tax/GDP ratio is inversely related to the share of agri-
cultural production in the economy due to the fact that it is more difficult and costly to collect
explicit taxes on a disperse population, which, additionally, in many developing countries operates
in the informal sector (see Ghura, 1998, for the case of SSA).

Several macroeconomic texts have a good treatment of the issues involved; see, for instance, Romer
(2001).

The monetary base (MB, also called high-powered money) includes currency in circulation plus bank
deposits in the central bank. The MB is amplified into larger monetary aggregates through the
money multiplier of the banking system, which depends on, among other things, the ratio of liquid
reserves to total credit that the banking or financial system maintains and on the fraction the public
wants to keep in cash. For the basic policy points to be illustrated in the text, we can ignore these
additional issues.

This is the so-called price-specie-flow mechanism attributed to David Hume in his criticism of the mer-
cantilists regarding the nonsustainability of their proposal to try to maintain permanent trade
surpluses.

Lower inflation tends to also benefit the poor: Easterly and Fischer (2000), using household data for
38 countries, find that in both their perception (the poor are more likely to mention inflation as a
concern) and reality (several measures of welfare of the poor are negatively correlated with inflation
in general, and high inflation lowers the share of the bottom quintile and the real minimum wage
and increases poverty), inflation is a real problem for the poor.

The countries included are Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican
Republic, Ecuador, El Salvador, Guatemala, Haiti, Honduras, Jamaica, Mexico, Nicaragua, Panama,
Paraguay, Peru, Trinidad and Tobago, Uruguay, and Venezuela in LAC; China, Indonesia, Malaysia,
Philippines, Thailand, and Vietnam in East Asia and Pacific; Bangladesh, India, Nepal, Pakistan, and
Sri Lanka in South Asia; And Benin, Botswana, Burkina, Faso, Burundi, Cameroon, Cape Verde,
Central African Republic, Chad, Congo, Cote d’Ivoire, Ethiopia, Gabon, The Gambia, Ghana,
Kenya, Liberia, Madagascar, Malawi, Mali, Mauritania, Mauritius, Niger, Nigeria, Rwanda, Senegal,
Sierra Leone, South Africa, Sudan, Swaziland, Tanzania, Togo, Uganda, Zambia, and Zimbabwe
in SSA.

This is a simplified way to refer to the increase use of a foreign currency, usually (but not only) the
U.S. dollar, to perform one or several of the monetary functions of medium of exchange, store of
value, and unit of account.

The initial countries were New Zealand (1990), Canada (1991), and United Kingdom (1992).
Industrial countries: New Zealand 1990, Canada 1991, United Kingdom 1992, Australia 1993,
Sweden 1993, Israel 1997, Switzerland 2000, Iceland 2001, and Norway 2001. Emerging markets
and developing countries: Czech Rep. 1998, Korea, Rep. 1998, Poland 1999, Brazil 1999, Chile
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1999, Colombia 1999, South Africa 2000, Thailand 2000, Hungary 2001, Mexico 2002, Peru 2002,
and Philippines 2002.

It should be noted that this distinction is not completely correct, because it can be argued that the IT
has the interest rate as an instrument, the same way that the money-supply and exchange rate
approaches have monetary aggregates and the exchange rate, and that the latter approaches also indi-
cated their inflation preferences. The only difference would then be in the degree of emphasis in the
announcement and communication of the target.

Inflation targeters: Brazil, Chile, Colombia, Czech Republic, Hungary, Israel, Republic of Korea,
Mexico, Peru, Philippines, Poland, South Africa, Thailand. Nontargeters in the JP Morgan
Emerging Markets Bond Index: Argentina, Belize, Bulgaria, China, Cote d’Ivoire, Dominican
Republic, Ecuador, Egypt, El Salvador, Indonesia, Iraq, Kazakhstan, Lebanon, Malaysia, Pakistan,
Panama, Russia, Serbia, Trinidad and Tobago, Tunisia, Turkey, Ukraine, Uruguay, Venezuela,
and Vietnam. Nontargeters not in the JP Morgan Emerging Markets Bond Index: Botswana, Costa
Rica, Ghana, Guatemala, India, Jordan, and Tanzania.

According to de Janvry et al. (1997), in Colombia reform of the rural financial sector in 1990-1994 raised
real interest rates and restructured and recapitalized the rural development bank, the Caja Agraria. In
Ecuador, subsidies to the Banco Nacional de Fomento were lowered starting in 1991, and interest rate
ceilings on deposit accounts were removed in 1993. Haiti closed BNDALI, the national bank for agricul-
tural and industrial development, in 1989. In Mexico, Banrural closed about 60% its branches and cut staff
by more than half in 1992. Interest rate subsidies were reduced, leading to positive real interest rates.
Government transfers to development banks were decreased and agricultural credit declined from 22%
of all creditin 1983 to 8% in 1992. In Nicaragua, the Banco Nacional de Desarrollo has raised real interest
rates significantly since 1992. In Peru, preferential interest rates to agriculture were eliminated. The Agrar-
ian Bank, BAP, was declared bankrupt in 1992.

. The countries included are Bangladesh, India, Nepal, Sri Lanka, in South Asia; China, Indonesia,

Malaysia, Myanmar, Philippines, and Thailand in East Asia and Pacific; Bolivia, Chile, Colombia,
Costa Rica, Ecuador, El Salvador, Guatemala, Guyana, Honduras, Jamaica, Nicaragua, Panama,
Peru, Trinidad and Tobago, Uruguay, and Venezuela in LAC; and Burundi, Cameroon, Central
African Republic, Chad, Congo, Gabon, Gambia, Kenya, Nigeria, Sierra Leone, South Africa, Swa-
ziland, Zambia, and Zimbabwe in SSA. All the low- and middle-income countries include additional
countries from North Africa, Middle East, and Transition Economies.

See Chinn (2005) for the complexities in defining appropriate weights.

See also Chinn (2005) for the various price indices that can be utilized (such as consumer price
indices, wholesale price indices, producer price indices, GDP deflators, and so on) and their advan-
tages and disadvantages.

In both definitions the ratio decreases when the RER appreciates (which may generate confusion) in
several applications the ratios are inverted (i.e. PD/ER* PI and Pnt/Pt), so they increase (decrease)
when the RER appreciates (depreciate). In this way, the normal meaning of the word and the value
of the ratios point in the same direction. These alternative definitions are a source of confusion. In
the following discussion, the text will clarify the definition that is being utilized.

As before, we are assuming that the country is “small” in terms of the exportable and the importable
products and that the domestic product and the world product are homogeneous. The price of the
nontradables is determined by internal supply and demand. Of course, if there are no pure tradables
or pure nontradables, the equations must be adjusted accordingly. But the points made in the text
would be even more valid with those adjustments.

Disregarding second-order interactions between variables.

Although the country could affect the country risk in the future through policy changes. At time ¢,
however, it is predetermined.
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They distinguish the following approaches: the Behavioral Equilibrium Exchange Rate (BEER,
which estimates the long-run relationship between the RER and its fundamentals), the Permanent
Equilibrium Exchange Rate (PEER, similar to BEER but that distinguishes transitory and perma-
nent components), the Fundamental Equilibrium Exchange Rate (FEER, which considers sustain-
able policy paths that ensure internal and external equilibrium), the Desired Equilibrium Exchange
Rate (DEER, which considers desired, rather than only sustainable, policy paths that ensure internal
and external equilibrium), and Natural Real Exchange Rate (NATREX, which considers both a
short-term and a long-term equilibrium exchange rate and the transition path from the current level
of capital stock and foreign debt, which support the short term estimate, to the capital stock and for-
eign debt stabilized at their steady-state levels, which are behind the long-term equilibrium exchange
rate estimates; Di Bella, Lewis, and Martin, 2007).

Wood uses Pnt/Pt, the ratio of nontraded to traded goods (the inverse of the definitions presented
before in the text), such that an increase (decrease) is an appreciation (depreciation) of the real
exchange rate and implies a decline (increase) in external competitiveness.

Wood also argued that the downward adjustment in developing countries was related to a substantial
appreciation of the ratio of nontraded/traded goods in industrialized countries due to a combination
of faster technical progress in traded goods, increased trade openness, and an increase in the wage-
rental ratios because of overall productivity and real wage growth.

It is also defined as the inverse of the definitions in the text. Therefore, a higher value of the index
indicates an appreciation of the domestic currency.

Since then, in early 2002, Argentina underwent a large nominal and real devaluation. The index in
Cashin et al. stands at 80.2 in March 2002, or about half the average for 2000-2001.

Reinhart and Rogoff (2002) calculated using a special algorithm what would be the de facto
exchange rate regime, in opposition to the declared or de jure system registered by the IMF. They
identify 15 detailed groups that are later aggregated into five more general categories, which are
the ones utilized in Table 21. Countries for which data are missing and cannot be classified are
included in “No data.” Table 21 is based on data for 116 developing countries.

Emerging markets include Argentina, Brazil, Chile, China, Colombia, Czech Republic, Egypt,
Hungary, India, Indonesia, Israel, Jordan, Korea, Malaysia, Mexico, Morocco, Pakistan, Peru, the
Philippines, Poland, Russia, South Africa, Thailand, Turkey, and Venezuela. The rest of developing
countries include all those under the low- and middle-income categories of the World Bank. All
other countries are considered advanced.

The high ratio of capital flows to GDP in Africa is mostly related to public sector flows and therefore
cannot be interpreted as a high integration with private financial markets.

However, Barret (1999) has argued, based on estimations for several commodities in Madagascar,
that the expansionary effects on tradables of real exchange rate depreciations do not hold universally,
but only for importables that remain imported and nontradables that become exportable. On the
other hand, Lamb (2000), in a panel of 14 African countries, finds a positive impact of devaluations
on export crop production.

For instance, Kamin and Klau (1998), along with others, found that devaluations have contractionary
effects on total GDP in the short run, although they do not find such effects in the long run, after
controlling for other influences.

It is interesting to note that Schuh (1974), in his seminal work on exchange rates and agriculture in
the United States, argued that the overvaluation of the RER would increase production because the
reduced profit margins forced farmers to innovate and increase productivity to survive (a variation of
the “treadmill effect”). This response was facilitated by the fact that there were productivity-
enhancement technologies available. Of course, in other institutional, social, and economic settings,
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the response could well be to abandon production and migrate out of the rural areas, as happens in
some developing countries.

Just as an example, assuming for LAC a value of RER = 100 and average agricultural growth of 3%,
an increase or appreciation of the RER by 10% reduces agricultural growth by 14% of 3% (0.42%
points), which, subtracted from 3%, gives 2.58%.

It should be noted that only one misalignment indicator appears in each cointegrated equation.
East Asia Pacific includes China, Indonesia, Korea, Malaysia, Papua New Guinea, Philippines, Thai-
land. South Asia includes Bangladesh, India, Nepal, Pakistan, Sri Lanka. Middle East and North
Africa (MENA), includes Algeria, Egypt, Iran, Jordan, Morocco, Syria, Tunisia, Yemen. Latin
America and the Caribbean includes Argentina, Belize, Bolivia, Brazil, Chile, Colombia, Costa Rica,
Dominican Republic, Ecuador, El Salvador, Guatemala, Guyana, Haiti, Jamaica, México, Nicaragua,
Paraguay, Peru, Suriname, Trinidad and Tobago, Uruguay, Venezuela. Sub-Saharan Africa includes
Benin, Burkina Faso, Burundi, Cameroon, Central Africa Rep, Congo DR, Congo, Rep., Cote
d’Ivoire, Ethiopia, Ghana, Guinea, Kenya, Madagascar, Malawi, Mauritania, Mauritius, Mozambi-
que, Nigeria, Rwanda, Senegal, Sierra Leone, Somalia, South Africa, Sudan, Tanzania, Uganda,
Zambia, and Zimbabwe.

The NRA includes border trade measures but other subsidies and estimates of the impact of
exchange rates. The study covers 75 countries, 55 of which are developing countries. According
to the authors, those countries represent 90% of the population, 92% of agricultural value added,
and 95% of GDP at the world level (Anderson and Valenzuela, 2008).

Only a fraction of total consumption of food products is imported in developing countries (typically not
more than 10-20%). But border restrictions increase prices for the total amount of the commodities con-
sumed domestically, of which 80-90% are produced domestically. Thus, through border protection,
there is an implicit transfer from domestic consumers to producers. This same fact also limits the use of
the receipts from import taxes to subsidize food consumption of the poor, as suggested by some. To
the extent that the volume of taxed commodities is only a fraction of total domestic consumption and that
the poor population may represent, as a whole, even though not necessarily per capita, a sizable percentage
of that domestic consumption, government revenues from taxing imported commodities would typically
not be enough to compensate poor consumers. The case of developed countries, where the incidence of
poverty is smaller and which have additional fiscal resources, is different. They can tax consumers in gen-
eral with border protection for food, but then, at the same time, are able to subsidize poor consumers
through different targeted policies financed by general revenues.

Assuming ER = 1, the profit equation in the importing country is 110 (world price plus 10% import
tax) — 60 (cost of raw material, with same technology as the exporting country) — 3 (5% of transport
costs over the total cost of raw material) — 20 (same other costs) = 27.

Mamingi (1996) notes that there are several definitions of the appropriate deflator for the relative
price, such as the consumer price, a price index for inputs, and the price of alternative productions.
In particular, the assumptions are as follows. First, to maintain investment as a fixed share of nom-
inal absorption, household savings rates were assumed to vary proportionately. Second, in line
with the public finance literature, all simulations were carried out using a revenue-neutral specifi-
cation of the government budget. To fix government revenue, household tax rates, which are
treated as lump-sum taxes in the model, were also allowed to vary proportionately. Third, the fac-
tor market closure specifies full employment of available factor supplies. Fourth, all simulations
were carried out specifying a flexible real exchange rate and fixed foreign savings, except for the
set of exchange rate simulations for which the impact of preset exchange rate appreciation and
depreciation are analyzed. To analyze specific policies, there is no alternative to postulating some
macroeconomic closure rule (or rules). The mark of good analysis is to make those assumptions
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explicit and justify them in terms of the type of analysis performed and the structure of the econ-
omy considered.

The assessment of overvalued exchange rates has to be based on some measure of the “sustainability”
of the current account (see Section 4.4 on exchange rate policies). Obviously, different assumptions
about the proper level of current account sustainability will generate different results for the
simulations.

Where RRA = (1 + NRA agriculture) / (1 + NRA nonagriculture) — 1. Therefore, anti-agricul-
tural bias (pro-agricultural bias) would be RRA < 0 (RRA > 0).

According to the United Nations, the system of national accounts utilizes two kinds of output prices,
namely, basic prices and producers’ prices: “(a) The basic price is the amount receivable by the producer
from the purchaser for a unit of a good or service produced as output minus any tax payable, and plus any
subsidy receivable, on that unit as a consequence ofits production or sale. It excludes any transport charges
invoiced separately by the producer; (b) The producer’s price is the amount receivable by the producer
from the purchaser for a unit of a good or service produced as output minus any VAT, or similar deduct-
ible tax, invoiced to the purchaser. It excludes any transport charges invoiced separately by the producer.”
For inputs it uses purchasers’ prices: they are “the amount paid by the purchaser, excluding any deductible
VAT or similar deductible tax, in order to take delivery of a unit of a good or service at the time and place
required by the purchaser. The purchaser’s price of a good includes any transport charges paid separately
by the purchaser to take delivery at the required time and place.” See http://unstats.un.org/unsd/
snal993/tocLev8.asp?L1=6&L2=10.

The countries in LAC are Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican
Republic, Ecuador, El Salvador, Guatemala, Guyana, Honduras, Mexico, Paraguay, Peru, and Vene-
zuela. In Asia, the countries are China, Indonesia, Korea, Malaysia, Papua New Guinea, Philippines,
Thailand, Bangladesh, India, Nepal, Pakistan, and Sri Lanka. In SSA, the countries are Benin, Bots-
wana, Burkina Faso, Burundi, Cameroon, Central African Republic, Chad, Congo, Dem. Rep.,
Cote d’Ivoire, Gambia, Ghana, Guinea-Bissau, Kenya, Lesotho, Madagascar, Malawi, Mali, Mauri-
tania, Niger, Rwanda, Senegal, South Africa, Togo, Zambia, and Zimbabwe.

Argentina, Brazil, Egypt, India, Korea, Mexico, Morocco, Philippines, Pakistan, and South Africa.

It should be remembered that the figures show deflators for the value added of the sectors.

The same can be said from the former republics of the Soviet Union (not shown), which suffered a
collapse in production during the 1990s.

Although food production per capita declined in SSA, the levels of consumption of calories and pro-
teins per capita in the region has remained stable, with the decline in domestic production compen-
sated by increased imports.

Aggregate agricultural growth rates in Table 29 are for each region as a whole, and, therefore, bigger
countries define the behavior of that variable (as is the case in Tables 27 and 28). On the other hand,
the lines reporting average and median values in Table 29 are calculated from the performance of
individual countries in each region, and the average is a non-weighted one, to give a better sense
of the performance at the country level. Another issue to be noted is that FAOSTAT data are the
value of production using average world prices for the same base period. This is different from World
Bank data, which are value added, calculated at local base prices utilized in national accounts, which ditter
from country to country. These differences should be kept in mind when looking at indicators of
agricultural growth from both data sources.

This table is for aggregate regions, from FAOSTAT. Because the share is measured in prices of a
benchmark period, the increase in share reflects only changes in quantity produced.

Several developing countries, particularly in Africa but not only there, have been hurt further by
armed conflict that affected agricultural production and increased poverty and hunger. According
to some estimates, conflict in Africa resulted in lost agricultural production of more than US$120
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billion during the last three decades of the 20 century (FAO, 2004). That conflict has sometimes
been the result of competition over scarce natural resources, including land and water. See, for
instance, Messer, Cohen, and D’Costa (1998).

108. Some have argued that even though agricultural production in developing countries would expand with
agricultural liberalization in industrialized countries, there could be aggregate negative welfare impacts for
some developing countries that are net food importers and/or have preferential access to protected mar-
kets in rich countries. The possible negative result of agricultural trade liberalization for some developing
countries was highlighted early in trade studies (see, for instance, Koester and Bale, 1984) and has received
some attention lately (see Panagariya, 2004). The arguments related to net food importers are usually based
on static analyses that do not include employment multipliers (by assuming full employment in the trade
simulations) and/or do not allow for capital accumulation, land expansion, or technological change as a
result of the elimination of agricultural protectionism and subsidies in industrialized countries. In regard
to erosion of preferences, a first-best option is to directly compensate poor countries for preferences lost
instead of maintaining distorted regimes in industrialized countries.

109. The effective federal funds rate was about 1.4% (nominal) for the period from December 2001—
December 2004, similar to the nominal rates from mid-1954 to the second half of 1955 and again
during part of 1958. However, in the 2000s, rates were kept low for about three years, whereas in
1954-1955 they lasted only about 15 months and, in 1958, just 10 months.
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Abstract

For decades, earnings from farming in many developing countries have been depressed by a pro-
urban bias in own-country policies as well as by governments of richer countries favoring their
farmers with import barriers and subsidies. Both sets of policies reduce national and global eco-
nomic welfare and inhibit economic growth. In particular, they add to inequality and poverty in
developing countries, since three quarters of the world's billion poorest people depend directly
or indirectly on farming for their livelihood. During the past two decades, however, numerous
developing-country governments have reduced their sectoral and trade policy distortions, while
some high-income countries have also begun reforming their protectionist farm policies.

This chapter surveys the changing extent of policy distortions to prices faced by developing-
country farmers. After outlining the basic measurement theory, the chapter provides a brief history
of policies of advanced and developing economies and then surveys empirical studies that docu-
ment the changing extent of price distortions over the past half century. It reviews the economic
effects of policy reforms since the early 1980s and of interventions remaining in the early part of the
present century, according to global economywide modeling results. The chapter concludes by
pointing to the scope and prospects for further pro-poor policy reform at home and abroad.

JEL classification: F13, F14, Q17, Q18

Keywords

Distorted incentives
Agricultural
trade policy reforms

1. INTRODUCTION

International trade—which has been going on ever since societies began seeking to
improve well-being through specialization in production and exchange—began with
agricultural products. Trade between nation states, in both basic and luxury foods,
dates back several millennia. The first major intercontinental trade also began with
agricultural products, along the Silk Road that linked Europe and Asia. Likewise,
agricultural products (spices from South and Southeast Asia) formed the basis of the
first truly global trade, which began with the early expeditions of European mariners
to the Americas, the Far East, and Australasia in the late 1400s. Trade in farm pro-
ducts has since been stimulated by technological changes in transport, such as the
coming of railways and canals, the replacement of wooden sailing boats with steel-
hulled ships propelled by fossil fuels, refrigeration on ships, and the advent of bulk
carriers and air freight. And changes in information and communication technologies
have added to the scope for farm product trade, beginning with the telegraph in the
19" century and boosted hugely in the late 20™ century by the Internet, email, and
mobile telephony.
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Even though the benefits from specialization in production and exchange have
been recognized for millennia, governments have nonetheless intervened to restrict
international trade, including in agricultural goods. Sometimes it would be export taxes
to raise revenue for the government or rulers. An early example was the tax on wine
exports: from the Greek island of Thasos in the second century B.C. (Robinson,
1994, p. 465) and from France and Germany in the Dark Ages.' At other times it took
the form of import duties or bans (often as part of gyrations in international relations).
Wine trade between France and Britain again provides a stark example, where import
restrictions caused huge fluctuations in bilateral trade in the 1700s and 1800s.> The
practice was so pervasive that wine was used as the example of British imports in the
first treatise on the theory of comparative advantage (Ricardo, 1817).

For advanced economies, the most common reason for farm trade restrictions in the
past two centuries has been to protect domestic producers from import competition as
they come under competitive pressure to shed labor in the course of economic devel-
opment. But in the process, those protective measures hurt not only domestic consu-
mers and exporters but also foreign producers and traders of farm products, and they
reduce national and global economic welfare. For many decades agricultural protection
and subsidies in high-income (and some middle-income) countries have been depress-
ing international prices of farm products, which lowers the earnings of farmers and
associated rural businesses in developing countries. It therefore adds to inequality and
poverty, since three quarters of the world’s poorest people depend directly or indirectly
on agriculture for their main income (World Bank, 2007).”

But in addition to this external policy influence on rural poverty, the governments
of many (especially newly independent) developing countries have directly taxed their
farmers over the past half-century. A well-known example is the taxing of exports of
plantation crops in post-colonial Africa (Bates, 1981). The use of multiple exchange
rates also introduced an anti-trade bias. Furthermore, most developing countries chose
to also pursue an import-substituting industrialization strategy, predominantly by
restricting imports of manufactures. This policy indirectly taxed other tradable sectors
in those developing economies, including agriculture.

This disarray in world agriculture, as D. Gale Johnson (1991) described it in the title of
his seminal book, means that there has been overproduction of farm products in high-
income countries and underproduction in more needy developing countries. It also means
there has been less international trade in farm products than would be the case under free
trade, thereby thinning markets for these weather-dependent products and thus making
them more volatile. Using a stochastic model of world food markets, Tyers and Anderson
(1992, Table 6.14) found that instability of international food prices in the early 1980s was
three times greater than it would have been under free trade in those products.

Thus the price incentives facing developing-country farmers—especially those pro-
ducing exportables—have been depressed by both own-country and other countries’
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international trade (including multiple exchange rate) policies while the insulating aspect
of those policies has made international food prices more volatile. During the past
quarter-century, however, numerous countries have begun to reform their agricultural
price and trade policies, which raises the question as to how far the world has come in
reducing market distortions relative to how far it still has to go before they are free.

The chapter begins with a brief survey of the methodology required to measure the
extent of own-country distortions to farmer incentives. It then surveys analyses of the
effects of those trade policies on incentives over time, focusing on the worsening of
that situation between the 1950s and the mid-1980s and the progress that has been
made over the subsequent 25 years. In doing so it provides estimates of the contribu-
tions of policies at the national border versus domestic measures to the overall level of
farm price distortions in a country.

Notwithstanding recent reforms, many price distortions remain in the agricultural
sector of both developing and high-income countries. The second part of the chapter
draws on new economywide computable general equilibrium modeling results as
they affect developing countries to examine the market, welfare, and net farm
income effects of distortions as of 2004 compared with (1) distortions in the early
1980s and (2) a world free of agricultural price and trade policies. The chapter con-
cludes by drawing on what we understand about the political economy of those poli-
cies, to assess the prospects for reducing remaining distortions. Particular attention is
given to the roles international institutions, especially the World Trade Organization
(WTO), can play to help phase out remaining welfare-reducing distortions in the
wake of ever-evolving suggestions as to why governments should continue to
intervene.

2. NATIONAL DISTORTIONS TO INCENTIVES: BASIC THEORY*

Bhagwati (1971) and Corden (1997) define the concept of a market policy distortion as
something that governments impose to create a gap between the marginal social return
to a seller and the marginal social cost to a buyer in a transaction. Such a distortion cre-
ates an economic cost to society that can be estimated using welfare techniques such as
those pioneered by Harberger (1971). As Harberger notes, this focus allows a great sim-
plification in evaluating the marginal costs of a set of distortions: Changes in economic
costs can be evaluated, taking into account the changes in volumes directly affected by
such distortions, ignoring all other changes in prices. In the absence of divergences
such as externalities, the measure of a distortion is the gap between the price paid
and the price received, irrespective of whether the level of these prices is affected by
the distortion.

Other developments that change incentives facing producers and consumers can
include flow-on consequences of the distortion, but these should not be confused with



International Trade Policies Affecting Agricultural Incentives in Developing Countries

the direct price distortion that needs to be estimated. If, for instance, a country is
large in world trade for a given commodity, imposition of an export tax may raise
the price in international markets, reducing the adverse impact of the distortion on
producers in the taxing country. Another flow-on consequence is the effect of trade
distortions on the real exchange rate, which is the price of traded goods relative to
nontraded goods. Neither of these flow-on effects are of immediate concern, how-
ever, because if the direct distortions are accurately estimated, they can be
incorporated as price wedges into an appropriate country or global economywide
computable general equilibrium (CGE) model, which in turn will be able to capture
the full general equilibrium impacts (inclusive of terms of trade and real exchange rate
effects) of the various direct distortions to producer and consumer prices.

[t is important to note that the total effect of distortions on the agricultural sector
will depend not just on the size of the direct agricultural policy measures but also on
the magnitude of distortions generated by direct policy measures altering incentives
in nonagricultural sectors. It is relative prices and hence relative rates of government
assistance that affect producers’ incentives. In a two-sector model, an import tax has
the same effect on the export sector as an export tax: the Lerner (1936) Symmetry
Theorem. This carries over to a model that has many sectors and is unaftected if there
is imperfect competition domestically or internationally or if some of those sectors
produce only nontradables (Vousden, 1990, pp. 46—47). The symmetry theorem is
therefore also relevant for considering distortions within the agricultural sector. In
particular, if import-competing farm industries are protected—for example, via
import tariffs—this has similar effects on incentives to produce exportables, as does
an explicit tax on agricultural exports; if both measures are in place, this is a double
imposition on farm exporters.

In the following discussion, we begin by focusing first on direct distortions to
agricultural incentives before turning to those affecting the sector indirectly via non-
agricultural policies.

2.1 Direct agricultural distortions

Consider a small, open, perfectly competitive national economy with many firms
producing a homogeneous farm product with just primary factors. In the absence
of externalities, processing, producer-to-consumer wholesale plus retail marketing mar-
gins, exchange rate distortions, and domestic and international trading costs, that coun-
try would maximize national economic welfare by allowing both the domestic farm
product price and the consumer price of that product to equal E times P, where E is
the domestic currency price of foreign exchange and P is the foreign currency price
of this identical product in the international market. That is, any government-imposed
diversion from that equality, in the absence of any market failures or externalities,
would be welfare reducing for that small economy.
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2.1.1 Price-distorting trade measures at the national border

The most common distortion is an ad valorem tax on competing imports (usually called
a tariff ), t,. Such a tariff on an imported product that is a perfect substitute for the
domestically produced good is the equivalent of a production subsidy and a consump-
tion tax, both at rate f,,. If that tariff on the imported primary agricultural product is the
only distortion, its effect on producer incentives can be measured as the nominal rate of
assistance to farm output conferred by border price support (NRAgs), which is the unit
value of production at the distorted price less its value at the undistorted free market
price expressed as a fraction of the undistorted price:’

ExP(1+t,) —EXP
(+ ) :tm (1)
Ex P

NRABS =

The effect of that import tariff on consumer incentives in this simple economy is
to generate a consumer tax equivalent (CTE) on the agricultural product for final
consumers:

CTE =1, (2)

The effects of an import subsidy are identical to those in Eqgs. 1 and 2 for an import tax,
but f,, in that case would have a negative value.

Governments sometimes also intervene with an export subsidy s, (or an export tax,
in which case s, would be negative). If that were the only intervention:

NRAgs = CTE = s, (3)

If any of these trade taxes or subsidies were specific rather than ad valorem (e.g., $y/kg
rather than z percent), its ad valorem equivalent can be calculated using slight modifica-
tions of Egs. 1, 2, and 3.

2.1.2 Domestic producer and consumer price-distorting measures
Governments sometimes intervene with a direct production subsidy for farmers,
s¢ (or production tax, in which case s;is negative, including via informal taxes in kind
by local and provincial governments). In that case, if only this distortion is present, the
effect on producer incentives can be measured as the nominal rate of assistance to farm
output conferred by domestic price support (NRApg), which is as above except s;
replaces f,, or s,, but the CTE in that case is zero. Similarly, if the government just
imposes a consumption tax ¢, on this product (or a consumption subsidy, in which case
¢ is negative), the CTE is as above except ¢, replaces f,, or s,, but the NRApg in that
case 1s zero.
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The combination of domestic and border price support provides the total rate of
assistance to output, NRA,.

NRA, = NRAgs + NRApg (4)

2.1.3 What if the exchange rate system is also distorting prices?

Should a multitier foreign exchange rate regime be in place, then another policy-
induced price wedge exists. A simple two-tier exchange rate system creates a gap
between the price received by all exporters and the price paid by all importers for
foreign currency, changing both the exchange rate received by exporters and that paid
by importers from the equilibrium rate E that would prevail without this distortion in
the domestic market for foreign currency (Bhagwati, 1978).

Exchange rate overvaluation of the type considered here requires controls by
the government on current account transfers. A common requirement is that expor-
ters surrender their foreign currency earnings to the central bank for changing to
local currency at a low official rate. This is equivalent to a tax on exports to the
extent that the official rate is below what the exchange rate would be in a market
without government intervention. That implicit tax on exporters reduces their
incentive to export and hence the supply of foreign currency flowing into the coun-
try. With less foreign currency, demanders are willing to bid up its purchase price.
That provides a potential rent for the government, which can be realized by auction-
ing oft the limited supply of foreign currency extracted from exporters or creating a
legal secondary market. Either mechanism will create a gap between the official and
parallel rates.

Such a dual exchange rate system is depicted in Figure 1, in which is it assumed that
the overall domestic price level is fixed, perhaps by holding the money supply constant
(Dervis, de Melo, and Robinson 1981). The supply of foreign exchange is given by

Figure 1 A distorted domestic market for Local currency
foreign currency. Source: Martin (1993). See per unit of foreign currency

also Dervis, de Melo, and Robinson (1981). S
fx
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the upward sloping schedule, Sg, and demand by Dy, where the official exchange rate
facing exporters is E and the secondary market rate facing importers is E,,. At the low
rate Ey, only Qg units of foreign currency are available domestically, instead of the
equilibrium volume Qg that would result if exporters were able to exchange at the
“equilibrium rate” E units of local currency per unit of foreign currency.® The gap
between the official and the secondary market exchange rates is an indication of the
magnitude of the tax imposed on trade by the two-tier exchange rate: Relative to
the equilibrium rate E, the price of importables is raised by e, X E, which is equal
to (E,, — E), whereas the price of exportables is reduced by e, X E, which is equal to
(E — Ey), where ¢, and e, are the fractions by which the two-tier exchange rate system
raises the domestic price of importables and lowers the domestic price of exportables,
respectively. The estimated division of the total foreign exchange distortion between
an implicit export tax, e,, and an implicit import tax, e,,, will depend on the estimated
elasticities of supply of exports and of demand for imports.” If the demand and supply
curves in Figure 1 had the same slope, ¢, = ¢, and (e,, + e,) is the secondary market
premium or proportional rent extracted by the government or its agents.®

If the government chooses to allocate the limited foreign currency to different
groups of importers at diftferent rates, that is called a multiple exchange rate system. Some
lucky importers may even be able to purchase it at the low official rate. The more
that is allocated and sold to demanders whose marginal valuation is below E,,, the
greater the unsatisfied excess demand at E,, and hence the stronger the incentive
for an illegal or “black” market to form and for less unscrupulous exporters to lobby
the government to legalize the secondary market for foreign exchange and to allow
exporters to retain some fraction of their exchange rate earnings for sale in the
secondary market. Such a right to exporters to retain and sell a portion of foreign
exchange receipts would increase their incentives to export and thereby reduce
the shortage of foreign exchange and hence the secondary market exchange
rate (Tarr, 1990). In terms of Figure 1, the available supply increases from Qg to
Qig, bringing down the secondary rate from E,, to E:n such that the weighted average
of the official rate and E;n received by exporters is E; (the weights being the retention
rate r and (I — r)). Again, if the demand and supply curves in Figure 1 had the same
slope, the implicit export and import taxes resulting from this regime would each be
equal to half the secondary market premium.

In the absence of a secondary market and with multiple rates for importers below
E,, and for exporters below Ej, a black market often emerges. Its rate for buyers will
be above E the more the government sells its foreign currency to demanders whose
marginal valuation is below E,, and the more active is the government in catching and
punishing exporters selling in that illegal market. If the black market was allowed to oper-

>

ate “frictionlessly,” there would be no foreign currency sales to the government

at the official rate, and the black market rate would fall to the equilibrium rate E.
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So, even though in the latter case the observed premium would be positive (equal to the
proportion by which E is above nominal official rate E), there would be no distortion.
For present purposes, since the black market is not likely to be completely “frictionless,”
it can be thought of as similar to the system involving a retention scheme. In terms of
Figure 1, E;n would be the black market rate for a proportion of sales and the weighted
average of that and E, would be the exporters’ return. Calculating E/x in this case (and
hence being able to estimate the implicit export and import taxes associated with this
regime) by using the same approach as in the case with no illegal market thus requires
not only knowing Ej and the black market premium but also guessing the proportion,
r, of sales in that black market.

In short, where a country has distortions in its domestic market for foreign cur-
rency, the exchange rate relevant for calculating the NRA, or the CTE for a particular
tradable product depends, in the case of a dual exchange rate system, on whether the
product is an importable or an exportable, whereas in the case of multiple exchange
rates it depends on the specific rate applying to that product each year.

2.1.4 What if trade costs are sufficiently high for the product to be not traded
internationally?

Suppose the transport costs of trading are sufficient to make it unprofitable for a product
to be traded internationally, such that the domestic price fluctuates over time within the
band created by the CIF import price and the FOB export price. Then any trade policy
measure (t,, or s,) or the product-specific exchange rate distortion (e.g., e, or ¢,) is redun-
dant. In that case, in the absence of other distortions, NRA, = 0, and the CTE = 0.
However, in the presence of any domestic producer or consumer tax or subsidy (ssor t),
the domestic prices faced by both producers and consumers will be aftected. The extent
of the impact depends on the price elasticities of domestic demand and supply for the
nontradable (the standard closed-economy tax incidence issue).

To give a specific example, suppose that just a production tax is imposed on farmers
producing a particular nontradable, so sf < 0 and ¢, = 0. In that case:

Sf

NRAps = — 5
P =Ty (5)
and
CTE = — (6)
141

where ¢ is the price elasticity of supply and 7 is the (negative of the) price elasticity of
demand.”
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2.1.5 What if farm production involves not just primary factors

but also intermediate inputs?
Where intermediate inputs are used in farm production, any taxes or subsidies on their
production, consumption, or trade would alter farm value added and thereby also affect
farmer incentives. Sometimes a government will have directly offsetting measures in
place, such as a domestic subsidy for fertilizer use by farmers but also a tarift on fertilizer
imports. In other situations there will be farm input subsidies but an export tax on the

' In principle all these items could be brought together to calculate an

final product.
effective rate of direct assistance to farm value added (ERA). The nominal rate of direct
assistance to farm output, NRA,, is a component of that, as is the sum of the nominal
rates of direct assistance to all farm inputs—call it NRA;. In principle, all three rates can
be positive or negative. Where there are significant distortions to input costs, their
ad valorem equivalent can be accounted for by summing each input’s NRA times
its input/output coefficient to obtain the combined NRA,, and adding that to the farm
industry’s nominal rate of direct assistance to farm output, NRA,, to get the total

nominal rate of assistance to farm production—call it simply NRA."'

NRA = NRA, + NRA, (7)

2.1.6 What about post-farm-gate costs?

If a state trading corporation is charging excessively for its marketing services and
thereby lowering the farm-gate price of a product—for example, as a way of raising
government revenue in place of an explicit tax—the extent of that excess should be
treated as though it is an explicit tax.

Some farm products, including some that are not internationally traded, are inputs
into a processing industry that may also be subject to government interventions. In that
case the effect of those interventions on the price received by farmers for the primary
product also needs to be taken into account.

2.2 The mean of agricultural NRAs

When it comes to averaging across countries, each polity is an observation of interest,
so a simple average is meaningful for the purpose of political economy analysis. But if
one wants a sense of how distorted is agriculture in a whole region, a weighted average
is needed. The weighted average NRA for covered primary agriculture can be gener-
ated by multiplying each primary industry’s value share of production (valued at the
farm-gate equivalent undistorted prices) by its corresponding NRA and adding across
industries.'” The overall sectoral rate, NRAag, could also include actual or assumed
information for the noncovered commodities and, where it exists, the aggregate value
of nonproduct-specific assistance to agriculture.
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A weighted average can be similarly generated for the tradables part of agriculture—
including those industries producing products such as milk and sugar that require only
light processing before they can be traded—by assuming that its share of nonproduct-
specific assistance equals its weight in the total. Call that NRAag'.

2.3 The dispersion of agricultural NRAs

In addition to the mean, it is important to provide a measure of the dispersion or varia-
bility of the NRA estimates across the covered products. The costs of government pol-
icy distortions to incentives in terms of resource misallocation tend to be greater the
greater the degree of substitution in production (Lloyd, 1974). In the case of agricul-
ture, which involves the use of farmland that is sector-specific but transferable among
farm activities, the greater the variation of NRAs across industries within the sector,
the higher will be the welfare cost of those market interventions. A simple indicator
of dispersion is the standard deviation of industry NRAs within agriculture.

Anderson and Neary (2005) show that it is possible to develop a single index that
captures the extent to which the mean and standard deviation of protection together
contribute to the welfare cost of distortionary policies. That index recognizes that
the welfare cost of a government-imposed price distortion is related to the square
of the price wedge and so is larger than the mean and is positive regardless of whether
the government’s agricultural policy is favoring or hurting farmers. In the case where it
is only import restrictions that are distorting agricultural prices, the index provides a
percentage tarift equivalent that, if applied uniformly to all imports, would generate
the same welfare cost as the actual intrasectoral structure of protection from import
competition. Lloyd, Croser, and Anderson (2009) show that once NRAs and CTEs
have been calculated, they can be used to generate such an index, even in the more
complex situation where there might be domestic producer or consumer taxes or
subsidies in addition to trade taxes or subsidies or quantitative restrictions. They
call it a Welfare Reduction Index. They also show that, if one is willing to assume
that domestic price elasticities of supply (demand) are equal across farm commodities,
the only information needed to generate the index, in addition to the NRAs and
CTEs, is the share of each commodity in the domestic value of farm production
(consumption) at undistorted prices.

2.4 Trade bias in agricultural assistance

A trade bias index also is needed to indicate the changing extent to which a country’s
policy regime has an antitrade bias within the agricultural sector. This is important
because, as mentioned, the Lerner (1936) Symmetry Theorem demonstrates that a tariff
assisting import-competing farm industries has the same effect on farmers’ incentives as
though there was a tax on agricultural exports; if both measures are in place, this is a
double imposition on farm exports. A dual exchange rate system adds further to
the antitrade bias. The higher the nominal rate of assistance to import-competing
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agricultural production (NRAag,) relative to that for exportable farm activities
(NRAag,), the more incentive producers in that subsector will have to bid for mobile
resources that would otherwise have been employed in export agriculture, other things
being equal.

Once each farm industry is classified as either import-competing, as a producer of
exportables, or as producing a nontradable (its status could change over time), it is pos-
sible to generate for each year the weighted average NRAs for the two different groups
of tradable farm industries. They can then be used to generate an agricultural trade bias
index defined as:

TBI = {71 + NRAag, _ 1} (8)
1 4+ NRAag,,

where NRAag,, and NRAag, are the average NRAs for the import-competing and
exportable parts of the agricultural sector (their weighted average being NRAag"). This
index has a value of zero when the import-competing and export subsectors are equally
assisted, and its lower bound approaches —1 in the most extreme case of an antitrade
policy bias.

Anderson and Neary (2005) also show that it is possible to develop a single index
that captures the extent to which import protection reduces the volume of trade. Once
NRAs and CTEs have been calculated, they can be used to generate a more general
trade reduction index that allows for the trade eftects of domestic price-distorting poli-
cies, regardless of whether they (or the trade measures) are positive or negative (Lloyd,
Croser, and Anderson, 2009). Such a measure provides a percentage trade tax equiva-
lent that, if applied uniformly to all agricultural tradables, would generate the same
reduction in trade volume as the actual intrasectoral structure of distortions to domestic
prices of farm goods. They also show that, if the domestic price elasticities of supply
(demand) are equal across farm commodities, again, the only information needed in
addition to the NRAs and CTEs is the share of each commodity in the domestic value
of farm production (consumption) at undistorted prices.

2.5 Indirect agricultural assistance/taxation via
nonagricultural distortions

In addition to direct assistance to or taxation of farmers, the Lerner (1936) Symmetry
Theorem demonstrates that their incentives are also affected indirectly by government
assistance to nonagricultural production in the national economy. The higher the nom-
inal rate of assistance to nonagricultural tradables production (NRAnonag'), the more
incentive producers in other tradable sectors will have to bid up the value of mobile
resources that would otherwise have been employed in agriculture, other things being
equal. If NRAag" is below NRAnonag', one might expect there to be fewer resources in
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agriculture than there would be under free market conditions in the country, notwith-
standing any positive direct assistance to farmers, and conversely.

One way to capture this idea is to calculate a relative rate of assistance, RRA,
defined as:

1+ NRAag'

RRA = |——————
1 + NRAnonag'

©)

Since an NRA cannot be less than —1 if producers are to earn anything, neither can an RRA.
This measure is a useful indicator for providing international comparisons over time of the
extent to which a country’s policy regime has an anti- or pro-agricultural bias.

3. NATIONAL DISTORTIONS TO FARMER INCENTIVES:
THE EVOLUTION OF POLICIES

Before turning to the contemporary (post-World War II) situation, it is insightful to
briefly examine the long history of government intervention in international markets
for farm products by today’s advanced economies, since similar political economy
forces may influence policy choices in later-developing countries. Attention then turns
to the price-distorting policies of developing countries since the 1950s as they became
independent from their colonial masters.

3.1 The long history in high-income countries

Long-distance trade between nation-states arises whenever the domestic price differs
from that of a similar foreign product by more than the costs of making a sale. Price
difterentials for agricultural products arise from time to time for a range of reasons.
The most common is seasonality. Crops ripen at different times in places with different
climates, which can give rise to fresh fruit and vegetable imports in the off-season. Also,
weather variations cause cereal harvests to vary from year to year so that even countries
that are normally food self-sufficient may import following an especially poor season,
or export following a bumper harvest.

In addition to seasonality, price differences that affect international trade in farm
products can arise through technological changes, particularly in transport and commu-
nication services. For example, following the American Civil War the rapid spread of
the U.S. rail network in the 1870s and 1880s made it possible to transport wheat to
tidewater areas more cheaply than the canal system. Railroad construction from the
Ukrainian wheat fields to Crimean ports had a similar effect. Coupled with the shift
from wooden to iron ships, these developments lowered very substantially the cost of
getting wheat to Western Europe. So, in the 1880s, when weather patterns generated
low yields in Western Europe, wheat farmers there did not enjoy the compensation of
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an increase in wheat prices. On the contrary, with less natural (transport cost) protec-
tion from import competition and coincidentally high yields in America, they faced
real wheat price declines of around 15% between 1873 and 1896 (Kindleberger, 1951).

This chapter, however, is concerned with international price differences that result
not from natural phenomena but from governmental taxes and subsidies, particularly
those at a country’s border. Although much government intervention in agricultural
trade over the centuries has been aimed at stabilizing domestic food prices and supplies,
there has been a general tendency for poor agrarian economies to tax agriculture
relative to other sectors. Then, as nations industrialize, their policy regimes have tended
to gradually change from negatively to positively assisting farmers relative to other pro-
ducers (and conversely, from subsidizing to taxing food consumers).

Consider Britain, the first country to undergo an industrial revolution. Prior to that
revolution—from the late 1100s to the 1660s—DBritain used export taxes and licenses to
prevent domestic food prices from rising excessively. But from 1660-1690 a series of
Acts gradually raised food import duties (making imports prohibitive under most cir-
cumstances) and reduced export restrictions on grain (Stuart, 1992). These provisions
were made even more protective of British farmers by the Corn Laws of 1815. True,
the famous repeal of the Corn Laws in the mid-1840s heralded a period of relatively
unrestricted food trade for Britain, but then agricultural protection returned in the
1930s and steadily increased over the next five decades.

Similar tendencies have been observed in many other Western European countries,
although on the Continent the period of free trade in the 19" century was considerably
shorter and agricultural protection levels during the past century were somewhat
higher on average than in Britain. Kindleberger (1975) describes how the 19" century
free-trade movements in Europe reflected the national economic, political, and socio-
logical conditions of the time. Agricultural trade reform was less difficult for countries
such as Britain, with overseas territories that could provide the metropole with a ready
supply of farm products. The fall in the price of grain imports from America in the
1870s and 1880s provided a challenge for all, however. Denmark coped well by
moving more into livestock production to take advantage of cheaper grain. Italians
coped by sending many of their relatives to the New World. Farmers in France and
Germany successfully sought protection from imports, however, and so began the
post-industrial revolution growth of agricultural protectionism in densely populated
countries. Meanwhile, tarifts on West European imports of manufactures were progres-
sively reduced after the GATT came into force in the late 1940s, thereby adding to the
encouragement of agricultural relative to manufacturing production (Lindert, 1991;
Anderson, 1995).

Japan provides an even more striking example of the tendency to switch from tax-
ing to increasingly assisting agriculture relative to other industries. Its industrialization
began later than in Europe after the opening up of the economy following the Meiji
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Restoration in 1868. By 1900 Japan had switched from being a small net exporter of
food to becoming increasingly dependent on imports of rice (its main staple food
and responsible for more than half the value of domestic food production). This was
followed by calls from farmers and their supporters for rice import controls. Their calls
were matched by equally vigorous calls from manufacturing and commercial groups for
unrestricted food trade, since the price of rice at that time was a major determinant of
real wages in the nonfarm sector. The heated debates were not unlike those that had
led to the repeal of the Corn Laws in Britain six decades earlier. In Japan, however,
the forces of protection triumphed, and a tariff was imposed on rice imports from
1904. That tarift then gradually rose over time, raising the domestic price of rice to
more than 30% above the import price during World War I. Even when there were
food riots because of shortages and high rice prices just after that war, the Japanese
government’s response was not to reduce protection but instead to extend it to its colo-
nies and to shift from a national to an imperial rice self-sufficiency policy. That
involved accelerated investments in agricultural development in the colonies of Korea
and Taiwan behind an ever-higher external tariff wall that by the latter 1930s had
driven imperial rice prices to more than 60% above prices in international markets
(Anderson and Tyers, 1992). After the Pacific War ended and Japan lost its colonies,
its agricultural protection growth resumed and spread from rice to an ever-wider range
of farm products.

The other high-income countries were settled by Europeans relatively recently and
are far less densely populated. They therefore have had a strong comparative advantage
in farm products for most of their history following Caucasian settlement and so have
felt less need to protect their farmers than Europe or Northeast Asia. Indeed, Australia
and New Zealand, until the present decade, have tended—like developing countries—
to have adopted policies that discriminated against their farmers (Anderson, Lloyd, and
MacLaren, 2007).13

3.2 Developing countries since the 1950s
In South Korea and Taiwan in the 1950s, as in many newly independent developing
countries, an import-substituting industrialization strategy was initially adopted, which
harmed agriculture. But in those two economies—unlike in most other developing
countries—that policy was replaced in the early 1960s with a more neutral trade policy
that resulted in their very rapid export-oriented industrialization. That development
strategy in those densely populated economies imposed competitive pressure on
the farm sector, which, just as in Japan in earlier decades, prompted farmers to lobby
(successtully, as it happened) for ever-higher levels of protection from import protection
(Anderson, Hayami, and others, 1986, Ch. 2).

Many less advanced and less rapidly growing developing countries not only adopted
import-substituting industrialization strategies in the late 1950s and early 1960s (Little
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Scitovsky and Scott, 1970; Balassa, 1971); they also imposed direct taxes on their exports
of farm products. It was common in the 1950s and 1960s, and in some cases through to
the 1980s, to use dual or multiple exchange rates so as to indirectly tax both exporters
and importers (Bhagwati, 1978; Krueger, 1978). This added to the antitrade bias of
developing countries’ trade policies. Certainly within the agricultural sector of each
country, import-competing industries tended to enjoy more government support than
those that were more competitive internationally (Krueger, Schiff, and Valdés, 1988,
1991; Herrmann et al., 1992; Thiele, 2004). The Krueger et al. study also reveals, at least
up to the mid-1980s, that direct disincentives for farmers, such as agricultural export
taxes, were less important than indirect disincentives in the form of import protection
for the manufacturing sector or overvalued exchange rates, both of which attracted
resources away from agricultural industries producing tradable products.

In short, historically countries have tended to gradually change from taxing to subsidiz-
ing agriculture increasingly relative to other sectors in the course of their economic devel-
opment, although less so, and at a later stage of development, the stronger is a country’s
comparative advantage in agriculture (Anderson, Hayami, and others, 1986; Lindert,
1991). Hence at any time farmers in poor countries tended to face depressed terms of trade
relative to product prices in international markets, whereas the opposite is true for farmers in
rich countries (Anderson, 1995). Again, the exceptions have been rich countries with an
extreme comparative advantage in agriculture (Australia, New Zealand).

That policy history of developing countries is now well known and has been docu-
mented extensively in previous surveys (e.g., Krueger, 1984), but less well known is
the extent to which many emerging economies have belatedly followed the example
of South Korea and Taiwan in abandoning import substitution and opening their
economies. Some (e.g., Chile) started in the 1970s; others (e.g., India) did not do so
in a sustained way until the 1990s. Some have adopted a very gradual pace of reform,
with occasional reversals; others have moved rapidly to open markets. And some have
adopted the rhetoric of reform but in practice have done little to free up their econo-
mies. To get a clear sense of the overall impact of these reform attempts, there is no
substitute for empirical analysis that quantifies over time the types of indicators raised
in the preceding theory section, to which we now turn. Again it is helpful to begin
with analyses of the more advanced economies, not least because they were completed
before systematic time series studies covering developing countries.

4. NATIONAL DISTORTIONS TO FARMER INCENTIVES:
EMPIRICAL ESTIMATES SINCE THE 1950s

After post-war reconstruction, Japan continued to raise its agricultural protection, just
as had been happening in Western Europe, but to even higher levels. Domestic prices
exceeded international market prices for grains and livestock products by less than 40%
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in both Japan and the European Community in the 1950s."* By the early 1980s the dif-
ference was more than 80% for Japan but was still around 40% for the EC—and was
still close to zero for the agricultural-exporting rich countries of Australasia and North
America (Anderson, Hayami, and others, 1986, Table 2.5). Virtually all that assistance
to Japanese and European farmers in that period was due to restrictions on imports of
farm products rather than domestic producer subsidies.

Since 1986 the OECD Secretariat has been computing annual producer and con-
sumer support estimates (PSEs and CSEs) by member countries. For the OECD as a
whole, the PSE rose between 1986—1988 and 2005—2007 in U.S. dollar terms (from
$239 to $263 billion) but has come down when expressed as a share of support-inclu-
sive returns to farmers (from 37% to 26%). Because of some switching of support
instruments, including to measures that are based on noncurrent production or on
long-term resource retirement, the share of that assistance provided via market price
support measures has fallen from three quarters to one half. When the PSE payment
is expressed as a percentage of undistorted prices to make it an NRA so as to be com-
parable with the definition in Eq. 7, the NRA fall is from 59% to 35% between 1986—
1988 and 20052007 (OECD, 2008a). This indicator suggests OECD policies have
become considerably less trade distorting, at least in proportional terms, even though
farmer support in high-income countries has continued to grow in dollar terms because
of growth in the value of their farm output.

As for developing countries outside Northeast Asia, the main comprehensive set of
pertinent estimates over time is for the period just prior to when reforms became wide-
spread. They were generated as part of a major study of 18 developing countries for the
1960s to the mid-1980s by Krueger, Schiff, and Valdés (1988, 1991). That study by the
World Bank, whose estimates are summarized in Schiff and Valdés (1992), shows that
the depression of incentives facing farmers has been due only partly to various forms of
agricultural price and trade policies, including subsidies to food imports. Much more
important in many cases have been those developing countries’ nonagricultural policies
that hurt their farmers indirectly. The two key ones have been manufacturing protec-
tionism (which attracts resources from agriculture to the industrial sector) and overva-
lued exchange rates (which attracts resources to sectors producing nontradables, such as
services). That indirect impact was negative for all four groups of countries shown in
Table 1, whereas the impact of direct agricultural policies was negative only for the
two lowest-income country groups. In addition to the total assistance being more neg-
ative for the poorer the country group, Table 1 also reveals that it is lower for produ-
cers of exportables than for the subsector focused on import-competing farm products,
suggesting a strong antitrade bias for the sector as a whole.

Since there were no comprehensive multicountry, multiregion studies of the
Krueger/Schift/Valdés type for developing countries that monitored progress over
the reform period,”” a new study was launched by the World Bank in 2006 aimed at
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Table 1 Direct and indirect nominal rates of assistance to farmers in eighteen developing
countries, 1960-mid-1980s (%)

Assistance to Assistance to
Direct Indirect Total Agricultural agric. import-
Country Group . . . a :
Assistance  Assistance  Assistance®  Export competing
Subsector® subsector?
Very low —23 -29 —52 —49 -1
income
Low income -12 —24 —36 —40 —13
Lower middle 0 —16 —16 —14 -2
income
Upper middle 24 —14 10 —1 15
income
Unweighted -8 —22 -30 -35 -9
sample
average

*Total assistance is the weighted average of assistance to the agricultural subsectors producing exportables, importables,
and nontradables (the latter not shown). Source: Schift and Valdés (1992, Tables 2—1 and 2-2).

filling this lacuna. The new study covers not only 41 developing countries but also 14
European transition economies as well as 20 high-income countries. The results from
that study'® do indeed reveal that there has been a substantial reduction in distortions
to agricultural incentives in developing countries over the past two to three decades.
They also reveal that progress has not been uniform across countries and regions, and
that—contrary to some earlier claims (e.g., from Jensen, Robinson, and Tarp,
2002)—the reform process is far from complete. In particular, many countries still have
a strong anti-trade bias in the structure of assistance within their agricultural sector; and
some countries have ‘overshot’ in the sense that they have moved from having a
relative rate of assistance to farmers that was negative to one that is positive, rather than
stopping at the welfare-maximizing rate of zero. Moreover, the variance in rates of
assistance across commodities within each country, and in aggregate rates across
countries, remains substantial; and the begger-thy-neighbor practice of insulating
domestic markets from international food price fluctuations continues, thereby exacer-
bating that volatility.

The global summary of those new results is provided in Figure 2. It reveals that the
nominal rate of assistance (NRA) to farmers in high-income countries rose steadily
over the post-World War II period through to the end of the 1980s, apart from a small
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Figure 2 Nominal rates of assistance to agriculture in high-income and European transition
economies and in developing countries, 1955-2004 (%, weighted averages, with “decoupled”
payments included in the dashed HIC line).

dip when international food prices spiked around 1973-1974. After peaking at more
than 50% in the mid-1980s, that average NRA for high-income countries has fallen
a little, depending on the extent to which one believes some new farm programs are
“decoupled” in the sense of no longer influencing production decisions. For develop-
ing countries, too, the average NR A for agriculture has been rising, but from a level of
around —25% during the period from the mid-1950s to the early 1980s to a level of
nearly 10% in the first half of the present decade. Thus the global gross subsidy equiva-
lent of those rates of assistance has risen very substantially in constant (2000) U.S. dollar
terms, from close to zero up to the mid-1970s to more than $200 billion per year at the
farm gate since the mid-1990s (Figure 3).

When expressed on a per-farmer basis, the gross subsidy equivalent (GSE) varies
enormously between high-income and developing countries. In 1980-1984 the GSE
in high-income countries was already around $8000, and by 2000-2004 it had risen
to $10,000 on average (and $25,000 in Norway, Switzerland, and Japan), or $13,500
when “decoupled” payments are included. By contrast, the GSE in developing econo-
mies was —$140 per farmer in the first half of the 1980s, which is a nontrivial tax when
one recalls that at that time the majority of these people’s households were surviving on
less than $1 a day per capita. By 2000-2004 they received on average around $50 per
farmer (Anderson, 2009, Ch. 1). Although this represents a major improvement, it is
less than 1% of the support received by the average farmer in high-income countries.

The developing economies of Asia—including Korea and Taiwan, which were
both very poor at the start of the period—have experienced the fastest transition from
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Figure 3 Gross subsidy equivalent of NRAs in high-income and European transition economies and
in developing countries, 1960-2007 (constant 2000 US$B). Source: Anderson (2009).

negative to positive agricultural NR As. Latin American economies first increased their
taxation of farmers but gradually moved during the mid-1970s to the mid-2000s from
around —20% to 5%. Africa’s NRAs were similar, though slightly less negative than
those of Latin America until the latter 1980s, before they fell back to —7% (implying
a gross tax equivalent per farmer of $6). In Europe’s transition economies farmer assis-
tance fell to almost zero at the start of their transition from socialism in the early 1990s;
but since then, in preparation for EU accession or because of booms in exports of
energy raw materials, assistance has gradually increased to nearly 20%, or $550 per
farmer (Anderson, 2009, Ch. 1).

The developing-country average NR A also conceals the fact that the exporting and
import-competing subsectors of agriculture have very different NR As. Figure 4 reveals
that though the average NR A for exporters has been negative throughout (going from
—20% to —30% before coming back up to almost zero in 2000-2004), the NRA for
import-competing farmers in developing countries has fluctuated between 20% and
30% (and even reached 40% in the low-priced years in the mid-1980s). Having
increased in the 1960s and 1970s, the antitrade bias within agriculture for developing
countries has diminished considerably since the mid-1980s,'” but the NRA gap
between the two subsectors still averages around 20 percentage points.
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Figure 4 Nominal rates of assistance to exportable, import-competing, and all covered agricultural
products,® high-income and developing countries, 1955-2007 (%). (a) Developing countries.
(b) High-income countries plus Europe's transition economies. Source: Anderson (2009).

®Covered products only. The total also includes nontradable.

A further decomposition of the developing countries’ NRAs worth commenting
on is the contribution to them from trade policy measures at each country’s border,
as distinct from domestic output or input subsidies or taxes. Often political attention
is focused much more on direct domestic subsidies or taxes than on trade measures,
because those fiscal measures are made so transparent though the annual budgetary
scrutiny process, whereas trade measures are reviewed only infrequently and are far less
transparent, especially if they are not in the simple form of ad valorem tarifts. That atten-
tion would appear to be misplaced, however, because between 80% and 90% of the
NRA for developing-country agriculture (not including nonproduct-specific support,
which is very minor) comes from border measures such as import tariffs or export taxes
(Anderson, 2009, Ch. 1).
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Figure 5 Nominal rates of assistance to agricultural and nonagricultural sectors and relative rate of
assistance,? developing countries, 1965°-2004 (%, weighted averages).

Finally, the improvement in farmers’ incentives in developing countries is under-
stated by the preceding NR Aag estimates because those countries have also reduced
their assistance to producers of nonagricultural tradable goods, most notably manufac-
tures. The decline in the weighted average NRA for the latter, depicted in Figure 5,
was clearly much greater than the increase in the average NRA for tradable agricultural
sectors for the period to the mid-1980s, consistent with the finding of Krueger, Schiff,
and Valdés (1988, 1991). For the period since the mid-1980s, changes in both sectors’
NRAs have contributed almost equally to the improvement in farmer incentives. The
relative rate of assistance, captured in Eq. 5, provides a useful indicator of relative price
change: The RRA for developing countries as a group went from —46% in the second
half of the 1970s to 1% in the first half of the present decade. This increase (from a
coefficient of 0.54 to 1.01) is equivalent to an almost doubling in the relative price
of farm products, which is a huge change in the fortunes of developing-country farmers
in just a generation. This is mostly because of the changes in Asia, but even for Latin
America that relative price hike is one half, whereas for Africa that indicator improves
by only one eighth (Figure 6).

With this as background, attention now turns to the market and welfare effects of
the distortions to agricultural incentives in both high-income and poorer countries.
This is done using first the simple partial equilibrium index approach outlined in the
methodology and then using a global economywide modeling approach with the
model calibrated to 2004. That provides a helpful benchmark against which to compare
reforms since the 1980s as well as prospects for liberalizing global markets for agricul-
tural and other products.
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Figure 6 Relative rates of assistance to tradables,? Asia, Africa, and Latin America, 1965-2004 (%).

5. NEW INDEXES OF AGRICULTURAL PRICE DISTORTIONS

To capture distortions imposed by each country’s border and domestic policies on its
economic welfare and its trade volume, Lloyd, Croser, and Anderson (2009) define a
Welfare Reduction Index (WRI) and a Trade Reduction Index (TRI) and estimate
them for 75 countries since 1960, taking into account that the NRA differs from the
CTE for some products. As their names suggest, these two indexes respectively cap-
ture in a single indicator the direct welfare- or trade-reducing effects of distortions to
consumer and producer prices of covered farm products from all agricultural and food
policy measures in place (while ignoring noncovered farm products and indirect
effects of sectoral and trade policy measures directed at nonagricultural sectors).
The WRI measure reflects the true welfare cost of agricultural price-distorting poli-
cies better than the NRA because it captures the disproportionately higher welfare
costs of peak levels of assistance or taxation. In addition, the WRI and TRI measures
are comparable across time and place. They thus go somewhat closer to what a com-
putable general equilibrium (CGE) can provide in the way of estimates of the trade
and welfare (and other) effects of the price distortions captured by the product
NRA and CTE estimates, and they have the advantage over CGE models of being
able to provide an annual time series.

The WRI five-year results in Figure 7 indicate a slightly rising tendency for covered
products’ policies to reduce welfare from the 1960s to the mid-1980s, but a substantial
decline in the 1990s. This pattern is generated by different policy regimes in the various
country groups, though: In high-income countries, covered products were assisted
throughout the period, although less so after the 1980s, whereas covered products in
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Figure 7 Welfare reduction indexes for covered tradable farm products by region, 1960-2007 (%).
(a) Africa, Asia, and Latin America. (b) Developing countries, high-income countries, and Europe's
transition economies. Source: Lloyd, Croser, and Anderson (2009), based on NRAs and CTEs in
Anderson and Valenzuela (2008).
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developing countries were disprotected until the most recent years. That is, the WRI has
the desirable property of correctly identifying the welfare consequences that result from
both positive and negative assistance regimes, because it captures the dispersion of NR As
among covered products: The larger the variance in assistance levels, the greater the
potential for resources to be used in activities that do not maximize economic welfare.
One consequence is that the WRI values are much higher than the NRAs for high-
income countries. Another consequence is that the WRI for Africa spikes in the mid-
1980s in contrast to the NRA, which moves close to zero. The reason is that although
Africa was still taxing exportables, it had moved (temporarily) from low to very high pos-
itive levels of protection for import-competing farm products. At the aggregate level,
African farmers received almost no government assistance then (NRA close to zero),
but the welfare cost of its mixture of agricultural policies as a whole was at its highest
then, according to the WRI. A third consequence is that for developing countries its
average WRI in the years 1995-2004 is around 20%, even though its average NRA
for covered products in those years is close to zero, again reflecting the high dispersion
across product NRAs—particularly between exportables and import-competing
goods—in each country.

For developing countries as a group, the trade restrictiveness of agricultural policy
was rising until the late 1980s, and thereafter it declined, especially for Asia and Africa,
according to the five-year average TRI estimates (Figure 8). For high-income
countries the TRI time path was similar, but the decline began a few years later.
The aggregate results for developing countries are being driven by the exportables

1960-64 1965-69 1970-74 1975-79 1980-84 1985-89 1990-94 1995-99 2000-04

Africa 21 22 21 26 18 50 18 14 14
Asia 7 29 27 28 35 41 23 12 11
Latin America 24 14 21 18 19 14 17 5 8
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Figure 8 Trade reduction indexes for covered tradable farm products by region, 1960-2007 (%).
(a) Africa, Asia, and Latin America.
(Continued)
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Figure 8—Cont'd (b) Developing countries, high-income countries, and Europe's transition
economies. Source: Lloyd, Croser, and Anderson (2009), based on NRAs and CTEs in Anderson
and Valenzuela (2008).

subsector, which is being taxed, and the import-competing subsector, which is being
protected (albeit by less than in high-income countries). For high-income countries,
policies have supported both exporting and import-competing agricultural products
and, even though they favor the latter much more heavily, the assistance to exporters
has offset somewhat the antitrade bias from the protection of import-competing produ-
cers in terms of their impacts on those countries’ aggregate volume of trade in farm
products. Thus up to the early 1990s the TRI for high-income countries was below
that for developing countries; and, to use again the example of Africa, in 1985-1989
when the NRA was closest to zero the TRI peaked, correctly identifying the trade-
reducing effect of positive protection to the import-competing farmers and disprotec-
tion to producers of exportables.

6. ECONOMYWIDE EFFECTS OF PAST REFORMS
AND REMAINING POLICIES

It is clear from the previous discussion that over the past quarter of a century there has been a
great deal of change in policy distortions to agricultural incentives throughout the world:
The antiagricultural and antitrade biases of policies of many developing countries have been
reduced, export subsidies of high-income countries have been cut, and some reinstrumen-
tation toward less inefficient and less trade-distorting forms of support, particularly in
Western Europe, has begun. However, protection from agricultural import competition
has continued to be on an upward trend in both rich and poor countries, notwithstanding
the Uruguay Round Agreement on Agriculture that aimed to bind and reduce farm tariffs.
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What, then, have been the net economic effects of agricultural price and trade policy
changes around the world since the early 1980s? And how do those eftects on global mar-
kets, farm incomes, and economic welfare compare with the effects of policy distortions still
in place as of 2004? Valenzuela, van der Mensbrugghe, and Anderson (2009) use a global
economywide model known as Linkage (van der Mensbrugghe, 2005) to provide a com-
bined retrospective and prospective analysis that seeks to assess how far the world has come
and how far it still has to go in removing the disarray in world agriculture. It quantifies the
impacts of both past reforms and current policies by comparing the effects of the project’s
distortion estimates for the period 1980-1984 with those of 2004.

Several key findings from that economywide modeling study are worth emphasiz-
ing. First, the policy reforms from the early 1980s to the mid-2000s improved global
economic welfare by $233 billion per year, and removing the distortions remaining
as of 2004 would add another $168 billion per year (in 2004 U.S. dollars). This suggests
that in a global welfare sense the world had moved three fifths of the way toward global
free trade in goods over that quarter-century.

Second, developing economies benefited proportionately more than high-income
economies (1.0% compared with 0.7% of national income) from those past policy
reforms and would gain nearly twice as much as high-income countries if all countries
were to complete that reform process (an average increase of 0.9% compared with 0.5%
for high-income countries). Of those prospective welfare gains from global liberaliza-
tion, 60% would come from agriculture and food policy reform. This is a striking result
given that the shares of agriculture and food in global GDP and global merchandise
trade are less than 9%. The contribution of farm and food policy reform to the prospec-
tive welfare gain for just developing countries is even greater, at 83%.

Third, the share of global farm production exported (excluding intra-EU trade) in
2004 was slightly smaller as a result of those reforms since 1980-1984, because of fewer
farm export subsidies. Agriculture’s 8% share in 2004 contrasts with the 31% share for
other primary products and the 25% for all other goods—a “thinness” that is an impor-
tant contributor to the volatility of international prices for weather-dependent farm
products. If the policies distorting goods trade in 2004 were removed, the share of
global production of farm products that is exported would rise from 8% to 13%,
thereby reducing instability of prices and quantities of those products traded.

Fourth, the developing countries’ share of the world’s primary agricultural exports
rose from 43% to 55% and its farm output share from 58% to 62% because of the
reforms since the early 1980s, with rises in nearly all agricultural industries except rice
and sugar. Removing remaining goods market distortions would boost their export and
output shares even further, to 64% and 65%, respective